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Abstract

I evaluate the role of accrual accounting in improving �rms' production decisions and

resource allocation across �rms. I introduce both cash �ow and accounting earnings as

imperfect measures of performance into a general equilibrium model with heterogeneous

�rms under imperfect information. The model demonstrates �rms' more informed deci-

sions with an improved measure of performance lead to more resources being allocated

to potentially high-productivity �rms through the product and input markets. The es-

timated parameter values are consistent with accrual accounting improving managers'

information about future productivity by providing a better measure of performance.

The quantitative analysis suggests having accrual accounting information in addition

to cash accounting information leads to a 0.7% increase in aggregate productivity and

a 1.0% increase in aggregate output through resource allocation in the United States.

The estimates are larger in China and India as benchmarks for developing countries:

a 1.2%-2.5% increase in aggregate productivity and a 1.7%-3.8% increase in aggregate

output. Overall, I demonstrate accrual accounting plays an important role in deter-

mining aggregate productivity through resource allocation.
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1 Introduction

What is the role of accrual accounting in allocating resources to better uses, and how much

(if at all) does accrual accounting improve aggregate productivity by facilitating resource

allocation? This question is fundamental to accounting, but addressing it is challenging for

several reasons (Kanodia and Sapra, 2016; Leuz and Wysocki, 2016). First, the analysis needs

to take into account that �rms' production decisions are inherently interrelated because �rms

compete for the same set of limited resources, and the equilibrium prices in the product and

input markets play a role in allocating resources across the �rms (Baumol, 1977, p.497).

Second, the analysis must incorporate how accrual accounting a�ects resource allocation in

this setting. The absence of a counterfactual is another challenge. I address this question

through a general equilibrium analysis in three steps, because it naturally deals with these

challenges: (1) analyzing how accrual accounting in�uences individual �rms' decisions and

thus resource allocation across �rms in a general equilibrium model with accounting systems,

(2) estimating the parameter values in the model that represent the role of accrual accounting

in shaping �rms' decisions, and (3) evaluating the impact of accrual accounting information

on resource allocation and aggregate productivity through counterfactual analyses in the

context of the model.

I build on the general equilibrium model in David et al. (2016) to introduce and ana-

lyze the role of accrual accounting in facilitating �rms' internal decision making and hence

in improving resource allocation and aggregate productivity. In their model, resources are

allocated to multiple �rms through the product and input markets under imperfect infor-

mation. Firms compete in the product market by making di�erentiated products, and their

production functions with capital and labor vary in productivity. Considering the product

and input markets, a �rm makes production decisions by forming an expectation of its future

productivity while maximizing its pro�ts. The key friction is a manager's imperfect infor-

mation about future productivity. I introduce accrual accounting systems into the general

equilibrium model by adapting Nikolaev's (2016) accrual accounting model.
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In the model, accruals can help measure �rm performance more accurately and hence

be helpful in improving managerial production decisions (e.g., Kaplan, 1984; Hopper et al.,

1992; Hemmer and Labro, 2008; Feng et al., 2009; Dichev et al., 2013; Goodman et al., 2014;

Hemmer and Labro, 2015; Shro�, 2016). As a result, accrual accounting information can

have a direct e�ect on resource allocation and aggregate productivity by reducing informa-

tional frictions. One key distinction between my paper and David et al. (2016) is that I relax

David et al.'s (2016) assumption that �rms have a perfect measure of current productivity.

This assumption implies no measurement systems, including accrual accounting systems,

play a role in resource allocation, because any improvement in the measurement of current

productivity has no e�ect on managers' expectations of future productivity due to a perfect

measure of current productivity. By contrast, assuming imperfect measures of current pro-

ductivity allows measurement systems to in�uence �rms' production decisions by improving

managers' information about future productivity. My paper focuses on the internal usage

of accounting rather than the external usage of accounting. In practice, perfectly measur-

ing �rm performance and productivity is di�cult even for managers because the costs and

bene�ts of business transactions may occur in di�erent periods.

The complexity of business transactions naturally limits cash �ow and accounting earn-

ings to imperfect measures of �rm performance and productivity (e.g., Dechow, 1994; Dechow

and Dichev, 2002; Dechow et al., 2010; Nikolaev, 2016). Cash accounting systems imper-

fectly measure �rm performance, because cash collections and cash payments are likely to

be misaligned with the timing of business transactions. Accrual accounting systems aim

to measure �rm performance better than cash accounting systems by using accruals. By

adjusting cash �ow using accruals, accrual accounting systems match the costs and bene�ts

of business transactions with each other into the same period. However, this adjustment

frequently requires �rms to estimate potential costs and bene�ts related to current business

transactions. This estimation is a source of imperfection in measures of �rm performance,

even for accounting earnings. In this sense, cash �ow and accounting earnings both measure
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�rm performance with noise: cash �ow has a timing error, accruals have a timing and an

estimation error, and accounting earnings have an estimation error. The relative magnitudes

of timing errors and estimation errors determine whether accrual accounting systems provide

managers with a better measure of fundamentals than cash accounting systems.

The model in my paper implies accrual accounting systems are able to improve resource

allocation and aggregate productivity by improving managers' information about future

productivity. If accrual accounting systems provide an improved measure of fundamentals,

managers rely more on accounting earnings than on cash �ow to make more informed capital

and labor investments. Even though each �rm makes its own input choices, capital and

labor markets play a role in allocating resources from potentially low-productivity �rms

to potentially high-productivity �rms through prices in the input markets, because �rms

expecting higher productivity are willing to purchase more resources than �rms expecting

lower productivity at the same price of resources. This mechanism is stronger when the

di�erentiated products are more substitutable, because potentially high-productivity �rms

are going to take more market share from potentially low-productivity �rms. The aggregation

of �rms' output demonstrates aggregate productivity increases with the quality of accrual

accounting systems, in the sense that an economy produces more aggregate output with the

same resources due to having more e�cient (ex-post) resource allocation across �rms.

I estimate the parameter values in the model that represent the role of accrual accounting

in shaping informational frictions, which determine �rms' production decisions. I use the

simulated method of moments (SMM) based on �nancial data in the United States, China,

and India for comparison with prior studies (e.g., Hansen, 1982; McFadden, 1989; Hsieh and

Klenow, 2009; David et al., 2016). In the model, managers have three information sources

with which to predict future productivity: cash �ow, accounting earnings, and all other

information. Their quality determines the quality of managers' overall information. The size

of errors in a measure of productivity determines the quality of the measure of productivity.

The estimated parameter values support the argument that accrual accounting systems

3



improve managers' information about future productivity by providing a better measure of

performance. For all three countries, the model-�t test does not reject the null hypothesis

that the moment conditions derived by the model's assumptions are consistent with the data-

generating process. The standard deviation of the estimation errors in accounting earnings

is less than half the standard deviation of the timing errors in cash �ow in all three countries.

This result con�rms the same �nding in the United States (Nikolaev, 2016) is also applicable

to China and India. The standard deviation of estimation errors in the United States is 5%-

6% smaller than in China and India, implying the United States has better accrual accounting

systems than China and India, consistent with prior papers' �ndings (e.g., Leuz et al.,

2003). In addition, these estimates are consistent with the �rms' investment decisions that I

use for the moment conditions. The higher correlation between investment and accounting

earnings compared to that between investment and cash �ow implies managers rely more on

accounting earnings than on cash �ow when making investment decisions.

I �nd the estimated improvement in aggregate productivity due to accrual accounting

systems is economically signi�cant. To gauge the magnitude of the e�ect, I calculate the

quality of managers' information sets in a hypothetical situation, and examine their im-

pact on aggregate productivity in the context of the model. In the United States, accrual

accounting systems provide a 0.7% increase in aggregate productivity and a 1.0% increase

in aggregate output through improved resource allocation, relative to cash accounting sys-

tems. The estimates are larger in China and India as benchmarks for developing countries

because the quality of the other information sources is lower in China and India than in the

United States: a 1.2%-2.5% increase in aggregate productivity and a 1.7%-3.8% increase in

aggregate output. Furthermore, I quantify the potential gains for China and India if these

countries had �US-quality� accounting information. The quantitative exercise shows having

�US-quality� accounting information would increase aggregate productivity by 0.6%-0.7%

and aggregate output by 0.8%-1.0% in China and India. These estimates are the quantita-

tive implications of the model (Kydland and Prescott, 1996). However, these counterfactual
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exercises do not consider any forces outside the model, such as information-spillover e�ects

of accounting and distinguishable legal institutions in di�erent countries.

The main implication of my paper is not sensitive to di�erent model assumptions, but

the estimated impact of accrual accounting on aggregate productivity changes depending on

the di�erent model assumptions. To evaluate the estimated impact of accrual accounting

on aggregate productivity, I relax the major assumptions that help identify the process of

fundamentals and the quality of information sources, conduct a sensitivity test, and vali-

date the estimation method for timing and estimation errors. Following Nikolaev (2016),

I identify the process of productivity separately from the process of timing and estimation

errors in cash �ow and accounting earnings by imposing independence assumptions on the

correlation structure of productivity, timing errors, and estimation errors. Relaxing the

accounting-property assumptions increases the estimated impact of accrual accounting on

aggregate productivity by 0.1%-4.1%. I identify the quality of all other information by as-

suming �rms maximize the �rms' pro�ts without frictions other than informational frictions.

Allowing �rms to face other frictions, such as �nancial frictions, suggests the estimated im-

pact of accrual accounting on aggregate productivity might be underestimated because of

overestimating the quality of all other information. The di�erent values of the parameter

characterizing the competition in the product market make the estimated impact of accrual

accounting on aggregate productivity vary from 0.4% to 3.5%. Finally, an industry analy-

sis validates the estimation method in my paper by showing the sizes of both timing and

estimation errors are positively related to the length of the operating cycle, consistent with

prior papers' �ndings (e.g., Dechow, 1994; Dechow and Dichev, 2002).

This paper is related to recent papers in two di�erent areas: accounting and macroe-

conomics. Recent accounting papers shed light on the real e�ect of accounting.1 However,

prior studies pay more attention to the e�ect of accounting on individual �rms' investment

1For example, see Kanodia (1980), Kanodia and Lee (1998), Kanodia et al. (2004), McNichols and
Stubben (2008), Biddle et al. (2009), Francis et al. (2009), Bushman et al. (2011), Badertscher et al.
(2013), Jung et al. (2014), Dutta and Nezlobin (2015), Hann et al. (2015), and Breuer (2016).
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decisions than to the e�ect of accounting on aggregate variables, such as aggregate produc-

tivity and the gross domestic product (GDP). My contribution is to quantify the impact of

accrual accounting systems on resource allocation and aggregate productivity by building a

general equilibrium model with accounting systems.2

A growing body of work in macroeconomics studies the role of resource misallocation in

hampering aggregate productivity.3 Hsieh and Klenow (2009) argue aggregate productivity

can be hampered when resources are ine�ciently allocated across �rms. David et al. (2016)

further argue one factor that drives such resource misallocation is informational frictions.

Resources might be allocated ine�ciently across �rms ex-post because �rms might not per-

fectly foresee their future productivity. My contribution is to explore how accrual accounting

systems are able to shape informational frictions and in�uence resource allocation.4

The remainder of the paper is organized as follows. Section 2 describes the model. Section

3 explains the data and estimation. Section 4 lays out the results of the quantitative analysis.

Section 5 details robustness tests. Finally, section 6 concludes.

2Accounting research has not often used structural estimation (exceptions include Zakolyukina, 2014;
Gerakos and Syverson, 2015; Terry, 2015; Bertomeu et al., 2016; Beyer et al., 2016; Gow et al., 2016).

3Recent papers in economics pay close attention to the importance of micro-level resource misallocation
in aggregate productivity (e.g., Restuccia and Rogerson, 2008; Hsieh and Klenow, 2009; Bartelsman et al.,
2013). An understanding of cross-country GDP di�erences is an important research topic in economics. The
largest part of the GDP di�erences is attributable to the residual total factor productivity (TFP) or simply
aggregate productivity (Hsieh and Klenow, 2010). Prior papers have studied cross-country di�erences in TFP
by analyzing a representative �rm's behaviors. However, Restuccia and Rogerson (2008) argue heterogeneous
�rms in the economy play an important role in determining aggregate productivity. Bartelsman et al. (2013)
�nd the magnitude of resource misallocation across heterogeneous �rms in a country is closely related to
the economic growth in that country. They measure the e�ciency of resource allocation as the covariance
between productivity and �rm size in the economy�a measure initially proposed by Olley and Pakes (1996).

4The method for estimating informational frictions in my paper is applicable to both public and private
�rms because it only requires �nancial data. David et al. (2016) estimate the e�ect of informational frictions
on aggregate productivity for public �rms, because they study the role of stock markets in aggregating
dispersed information, and their estimation method uses both stock return data and �nancial data. In
addition, my paper explicitly considers measurement errors in the data. This issue is a challenge for prior
studies in macroeconomics, because di�erences in measurement errors�rather than di�erences in optimal
decisions�might drive di�erences in the correlation between investment and productivity across countries
(e.g., Hopenhayn, 2014).
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2 General Equilibrium Model with Accounting Systems

I build a general equilibrium model with accounting systems by adapting David et al.'s

(2016) general equilibrium model and Nikolaev's (2016) accrual accounting model. Figure

1 illustrates the economy in my model. In the model, I explain how each agent, including

a representative household and heterogeneous �rms, participates in the resource-allocation

process, how accounting systems a�ect �rms' production decisions, and how a steady-state

equilibrium in the economy characterizes the relation between accrual accounting and re-

source allocation.

[Figure 1 about here.]

2.1 Representative Household

A representative household determines how much to consume and how much to invest at the

aggregate level by maximizing the utility function:

∞∑
t=0

βtu(Ct), (1)

where Ct is consumption at date t and 0 < β < 1 is the discount factor.5 The budget

constraint is

Ct +Kt+1 ≤ (1 +Rt − δ)Kt +WtLt + Πt, ∀t ≥ 0, (2)

where Kt is the aggregate capital stock at date t, Lt is labor at date t, Rt and Wt are the

capital rental and wage rate at date t, δ is the depreciation rate, and Πt is the total pro�t

from the operations of all the �rms.6 Capital is owned by a representative household and

rented to �rms. Labor is inelastically supplied to the labor market because a representative

household does not value leisure: Lt = L.

5The utility function, u(Ct), is strictly increasing, strictly concave, and continuously di�erentiable.
6I assume 0 ≤ Kt+1 ≤ K to ensure the payo� function is bounded.
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2.2 Monopolistic Competition with Heterogeneous Firms

Heterogeneous �rms decide how much to produce using two inputs�capital and labor�under

imperfect information about future productivity considering the market structure.

2.2.1 Technology

A continuum of intermediate-good producers exists with a �xed measure of 1. Each intermediate-

good producer is indexed by i in a Cobb-Douglas production function:

Yit = Kα1
it L

α2
it , α1 + α2 = 1, (3)

where Yit is an intermediate good of intermediate-good producer i at date t, Kit is the capital

stock of intermediate-good producer i at date t, Lit is the labor of intermediate-good producer

i at date t, and αj is the output elasticity of the inputs. Intermediate-good producers have

a value-added production function.7 In other words, their production functions consist of

only two inputs�capital and labor�and not an intermediate input.

2.2.2 Market Structure and Revenue

I model the market structure in the economy as monopolistic competition with heterogeneous

�rms by using a standard constant elasticity substitution (CES) aggregator for a �nal good:

Yt = (

ˆ
AitY

θ−1
θ

it di)
θ
θ−1 , θ ∈ (1,∞), (4)

where Yt is a �nal good at date t, Ait is the productivity of intermediate-good producer i at

date t, and θ is the elasticity of substitution (e.g., Dixit and Stiglitz, 1977; Melitz, 2003; Hsieh

and Klenow, 2009).8 I use �a �rm� and �an intermediate-good producer� interchangeably. A

7I assume the same production function for all intermediate-good producers. Value-added production
functions are frequently used because a Leontief gross production function in an intermediate input justi�es
a value-added production function (e.g., Ackerberg et al., 2015). Another justi�cation of this assumption is
that the GDP can be calculated by adding up the value-added part of each agent in the economy.

8Appendix A.1 explains a CES aggregator.
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�nal good is viewed as the composite good for a representative household's consumption (e.g.,

Melitz, 2003). Therefore, I describe a �nal-good producer's decision from a representative

household's perspective. A log form of productivity, ait, follows an AR(1) model:

ait = (1− ρ)a+ ρait−1 + εit, εit ∼ N(0, σ2), σ2
a ≡

1

1− ρ2
σ2,

where ρ is a persistence parameter and εit is the i.i.d. innovation of �rm i's productivity at

date t. A lower-case letter indicates a log form of an upper-case letter in the model if not

explicitly stated otherwise: for example, ait is logAit.

Under the market structure, the product market competition is summarized as each

�rm facing a downward-sloping demand function because each �rm makes a di�erentiated

product:

Pit = Ait(
Yit
Yt

)−
1
θ . (5)

The slope of a demand function re�ects the degree of competition in the product market.

For example, the higher elasticity of substitution, θ, means a representative household is

more sensitive to changes in prices of di�erentiated products. In this sense, the revenue of a

�rm is expressed as follows9:

PitYit = Y
1
θ
t AitK

α̂1
it L

α̂2
it , α̂j ≡ (1− 1

θ
)αj, α̂ ≡ α̂1 + α̂2. (6)

Productivity in the model is closely related to accounting numbers, such as revenues

and pro�ts. Equation (5) indicates productivity, as a demand shifter, represents how much

a representative household is willing to pay for an intermediate good. Therefore, produc-

tivity a�ects a �rm's revenues directly in equation (6). Alternatively de�ning productivity

as physical productivity, Yit = AitK
α1
it L

α2
it , will not change the implications of the model

because Ait will be the only variation across �rms, which determines their revenues and

9I de�ne α̂j , instead of αj , for simplicity in subsequent sections.

9



pro�ts, in both speci�cations. De�ning Ait as the only variation across �rms hinders me

from investigating the sources of productivity, such as consumers' preferences and physical

productivity.10 However, as long as a �rm makes production decisions while maximizing its

pro�ts regardless of the sources of productivity, an understanding of accounting numbers is

important for production decisions.

2.2.3 Input Choices with Imperfect Information

Considering the market structure, a �rm makes input choices under imperfect information

about future productivity, suggesting the conditional expectation of future productivity,

Eit−1[Ait], a�ects �rms' capital and labor investment decisions. Through Eit−1[Ait], accrual

accounting systems are linked to �rms' production decisions. I assume a �rm's manager

makes production decisions while maximizing the �rm's pro�ts. Unless the distinction be-

tween a �rm and a manager is important, I use �a �rm�. A �rm's problem is expressed

by

max
Kit,Lit

Eit−1[PitYit −WtLit −RtKit]

= max
Kit,Lit

Y
1
θ
t Eit−1[Ait]K

α̂1
it L

α̂2
it −WtLit −RtKit, (7)

where Eit[·] is the expectation conditional on all of the information available to the manager

of �rm i at the beginning of date t. The main friction is a manager's imperfect information

about future productivity: the other variables are choice variables or aggregate variables

that are deterministic in a steady-state equilibrium. The pro�t-maximization assumption

only with informational frictions allows me to focus on the informational role of accrual

accounting in �rms' production decisions. However, section 5.2 discusses how the relaxation

of this assumption a�ects the implications of my paper. The timeline is summarized in

10Foster et al. (2008) discuss the di�erence between revenue and physical productivity in detail.
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Figure 2.

[Figure 2 about here.]

A �rm's optimal capital investment decision is expressed by

Kit =
Eit−1[Ait]

θ´
Eit−1[Ait]θdi

ˆ
Kitdi. (8)

In equation (8), a �rm considers average capital,
´
Kitdi, and average expected productiv-

ity,
´
Eit−1[Ait]

θdi, to determine the level of its capital investment.11 The optimal capital

investment decision implies a �rm expecting higher productivity invests more in capital

than a �rm expecting lower productivity, because given the same input choices, potentially

high-productivity �rms perceive higher marginal bene�ts with respect to capital. The �rst-

order conditions for a �rm's pro�t maximization with respect to capital and labor imply the

marginal bene�t of capital and labor should be the same as the input prices, Rt and Wt:

α̂1K
α̂1−1
it Y

1
θ
t Eit−1[Ait]L

α̂2
it = Rt, α̂2L

α̂2−1
it Y

1
θ
t Eit−1[Ait]K

α̂1
it = Wt. (9)

This relation between expected productivity and investment becomes stronger as the elastic-

ity of substitution, θ, becomes larger. I focus on a �rm's optimal capital investment decision

because I use investment as a key variable for estimation.12

2.3 Information Structure

Accounting systems a�ect �rms' production decisions by shaping managers' information

about future productivity. Accounting systems in�uence managers' information, because

informational frictions for managers arise not only because of uncertainty about a change in

11Average capital is the same as aggregate capital because I assume a continuum of �rms with a �xed
measure of 1.

12Appendix A.2 and David et al. (2016) explain how to derive a �rm's optimal-investment decision. I solve
an optimal-decision problem with respect to labor in Appendix A.5.
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future productivity (Ait−Ait−1), but also because of uncertainty about current productivity

(Ait−1). The conditional expectation of future productivity can be expressed by

Eit−1[Ait] = Eit−1[Ait − Ait−1] + Eit−1[Ait−1].

Accrual accounting systems help managers improve the conditional expectation of future

productivity through Eit−1[Ait−1]. This information structure is the key distinction between

my paper and David et al. (2016), who focus exclusively on uncertainty about a change

in future productivity, assuming Et−1[Ait−1] = Ait−1. Prior studies suggest how accrual

accounting systems in�uence a manager's information sets and, in turn, �rms' investment

decisions. Dichev et al. (2013) show 80% of surveyed CFOs answer that managers use

externally reported accounting earnings to make internal decisions partly because internal

accounting systems are closely linked to external accounting systems. Hemmer and Labro

(2015) demonstrate theoretically that the properties of accounting earnings are consistent

with the argument that managers use �nancial reports for internal decision making. Shro�

(2016) provides suggestive evidence that if changes in GAAP require managers to collect

and process additional information, the changes in GAAP a�ect corporate investment by

in�uencing managers' information sets.

2.3.1 Accounting Systems

Accrual accounting systems aim to capture current �rm performance better than cash ac-

counting systems, but they are not perfect. Prior accounting studies demonstrate accruals

are informative for understanding businesses, but accrual accounting systems still have er-

rors.13 Dechow (1994) �nds an accrual accounting system provides accounting earnings that

are more correlated with stock returns than cash �ow is. Dechow and Dichev (2002) demon-

strate an accrual accounting system might provide an imperfect measure of �rm performance

13For example, see Dechow et al. (1998), Richardson et al. (2005), Barth et al. (2016), and Bushman et
al. (2016).
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because accruals might contain estimation errors due to future consequences of current trans-

actions. However, Dechow and Dichev (2002) do not explicitly model true earnings as well as

cash �ow and accounting earnings, because they focus on the role of accruals in recognizing

cash �ow in di�erent periods without explicitly considering the linkage between cash �ow

and true earnings.

I build on Nikolaev's (2016) accrual accounting model because the author models an

accrual accounting system that improves an imperfect measure of �rm performance by ex-

plicitly introducing true earnings into accrual accounting systems. In addition, Nikolaev

(2016) proposes an estimation method for evaluating the quality of accounting earnings to

overcome a fundamental identi�cation issue in accounting: separating the process of funda-

mentals from the quality of di�erent information sources. I extend this concept of an accrual

accounting system by specifying the true earnings as an outcome of �rms' investment deci-

sions, based on a Cobb-Douglas production function. This linkage allows me to study the

relation between accrual accounting systems and �rms' input choices.

Cash �ow and accounting earnings are both de�ned as imperfect measures of performance

and productivity. Πit is true earnings, which are determined by true productivity but are

not observable by managers:

Πit = Y
1
θ
t AitK

α̂1
it L

α̂2
it︸ ︷︷ ︸

Revenue

−(WtLit +RtKit︸ ︷︷ ︸
Cost

). (10)

Cash �ow, CFit, is measured based on cash payments and cash collections, but cash �ow

does not re�ect the true fundamentals, because current transactions frequently involve future

consequences, suggesting current cash payments and cash collections might not be related

to current transactions:
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CFit = Πit + εcit

= Πit + (Aacit − 1)Y
1
θ
t AitK

α̂1
it L

α̂2
it︸ ︷︷ ︸

εcit

= Y
1
θ
t AitA

ac
it︸ ︷︷ ︸

Acit

K α̂1
it L

α̂2
it −WtLit −RtKit, (11)

where εcit is a timing error in cash �ow, Aacit is a timing error in cash-�ow-based productivity,

and Acit is cash-�ow-based productivity. By de�ning a timing error as a deviation from true

revenues, cash accounting systems provide both an imperfect measure of �rm performance,

CFit, and an imperfect measure of productivity, Acit. I assume aacit is an i.i.d. random variable

and follows N(−σ2
ac

2
, σ2

ac) so that all measures of productivity adhere to a log-normal distri-

bution, and E[AitA
ac
it |Ait] = Ait. Accrual accounting systems estimate future consequences

and record accruals to better measure �rm performance, but this estimation is not perfect,

implying accounting earnings contain estimation errors:

AEit = CFit + ACit

= Πit + εeit

= Πit + (Aaeit − 1)Y
1
θ
t AitK

α̂1
it L

α̂2
it︸ ︷︷ ︸

εeit

= Y
1
θ
t AitA

ae
it︸ ︷︷ ︸

Aeit

K α̂1
it L

α̂2
it −WtLit −RtKit, (12)

where AEit is the accounting earnings of �rm i at date t, ACit is the accruals of �rm i

at date t, εeit is an estimation error in accounting earnings, Aaeit is an estimation error in

accounting-earnings-based productivity, and Aeit is accounting-earnings-based productivity.

I assume aaeit is an i.i.d. random variable and follows N(−σ2
ae

2
, σ2

ae). Estimation errors exist
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because accrual accounting systems require making assumptions, estimates, and judgments,

which might not be perfect.

I express cash �ow and accounting earnings di�erently to point out the key features of

accrual accounting systems in the model:

ACit = εeit − εcit.

First, an accrual contains both a timing error in cash �ow and an estimation error in ac-

counting earnings. Therefore, as the size of the timing errors, σ2
ac, becomes larger relative

to the size of the estimation errors, σ2
ae, accrual accounting systems do more to improve the

measurement of fundamentals. Second, accrual accounting systems aim to �x a timing error

in cash �ow with a minimal estimation error in accounting earnings by using accruals. If

accrual accounting systems achieve this goal e�ectively, estimation errors are unlikely to be

systematically correlated with timing errors and fundamentals. However, the imperfection of

accrual accounting systems, managers' income-smoothing incentives, and conservatism lead

to this assumption being violated. Thus, section 5.1 discusses how the relaxation of this

assumption a�ects the implications of my paper. Finally, the expected value of the cash

�ow and accounting earnings is the same as the true earnings, because the expected value

of noise is zero:14

E[εcit] = E[εeit] = 0, E[CFit|Ait] = E[AEit|Ait] = Πit.

14A deeper understanding of this statistical characterization of accrual accounting systems is useful for
interpreting the counterfactual analyses in section 3.4. My paper focuses on the role of accrual accounting
systems as a benchmark for cash accounting systems. Even though accruals are used to match the bene�ts
and costs of business transactions, accruals are also measured using additional information regarding cash
collections and payments. The additional details are transaction- and event-related information, such as
product delivery, contractual features, and credit worthiness (e.g., Ijiri, 1975; Leuz, 1998; Gao, 2013). In
contrast to cash accounting systems, the distinction and value of accrual accounting systems in my model
potentially comes from facilitating and incorporating this transaction- and event-related information. In
this sense, the counterfactual analyses in section 3.4 incorporate this supporting information into the ac-
crual accounting information, and I use �accrual accounting information� and �accrual accounting systems�
interchangeably in this paper.
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2.3.2 Managers' Information

Managers have three sources of information from which to form an expectation regarding

future productivity: cash �ow, accounting earnings, and all other information.

ait|Iit−1 ∼ N(Eit−1[ait], Vit−1[ait]), (13)

where Iit−1 = {acit−1, · · · , aci0, aeit−1, · · · , aei0, sit−1, · · · , si0} is a manager's information set.

The conditional variance of future productivity, Vit−1[ait], de�nes informational frictions for

managers. A large conditional variance of future productivity means a manager is highly

uncertain about the �rm's future productivity. The stationary expectation process implies

Vit−1[ait] = V . The quality of information is de�ned as the inverse of variance of noise:

for example, 1
σ2
ae
. Appendix A.3 explains how managers form Eit−1[ait] with only imperfect

measures of fundamentals by using a Kalman �lter.

Considering all other information is important to study the incremental impact of accrual

accounting on informational frictions. All other information, sit, is another signal containing

information about future productivity shocks:

sit = ait+1 + asit,

where asit is noise and follows an i.i.d. normal distribution as the mean of zero and vari-

ance of σ2
s .
15 In the model, I acknowledge managers use information other than accounting

information for decision making.

Accrual accounting systems can reduce the conditional variance of future productivity,

V , by improving an imperfect measure of current productivity. The relation between accrual

accounting information and V is de�ned by

15All other information can contain information in stock prices.
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V = ρ2(
σ2
s

σ2 + σ2
s

)2 V σ2
aeσ

2
ac(σ

2 + σ2
s)

V (σ2
ae + σ2

ac)(σ
2 + σ2

s) + σ2
aeσ

2
ac(σ

2 + σ2
s + ρ2V )

+
σ2σ2

s

σ2 + σ2
s

. (14)

Using the implicit function theorem, I verify dV
dσ2
ae
≥ 0. The quality of accounting earnings

decreases the conditional variance of future productivity, because managers understand their

current businesses better with accounting earnings than without accounting earnings. The

quality of the other information sources reduces the importance of accrual accounting sys-

tems, because managers rely on di�erent information sources for input choices depending on

their relative quality. Appendix A.3 explains this relation.

2.4 Equilibrium

Through a general equilibrium analysis, I illustrate how the reduction in informational

frictions, V , due to accrual accounting systems a�ects aggregate productivity and out-

put. A steady-state equilibrium in this economy consists of a wage rate (W ), a capital

rental rate (R), an intermediate-good price and quantity ({Pit, Yit}i∈I), optimal input choices

({Kit, Lit}i∈I), and aggregate levels of output (Y ), capital (K), labor (L), and consumption

(C) such that:

1. A representative household's optimization implies R = 1
β
−1+δ, where β is the discount

factor and δ is the depreciation rate;

2. Given R and W , an intermediate-good producer maximizes its pro�ts by choosing

{Pit, Yit}, Kit, and Lit;

3. All markets are cleared: C + δK = Y =
´
PitYitdi,

´
Kitdi = K, and

´
Litdi = L.

2.4.1 Aggregate Productivity

The product-market-clearing condition characterizes aggregate productivity and implies:
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Y =

ˆ
PitYitdi = K α̂1Lα̂2Y

1
θ

´
Ait(Eit−1[Ait])

α̂
1−α̂di

(
´
Eit−1[Ait]

1
1−α̂di)α̂

.

Aggregate output, Y , is expressed in a log form by

y =
1

θ
y + α̂1k + α̂2l + log

ˆ
Ait(Eit−1[Ait])

α̂
1−α̂di− α̂log

ˆ
(Eit−1[Ait])

1
1−α̂di.

The last two terms on the right-hand side of the above equation can be simpli�ed as follows16:

 ait

Eit−1[ait]

 ∼ N


 a

a

 ,
 σ2

a σ2
a − V

σ2
a − V σ2

a − V


 ,

y = α1k + α2l +
θ

θ − 1
a+

1

2
(

θ

θ − 1
)
σ2
a

1− α̂
− 1

2
θV︸ ︷︷ ︸

a

. (15)

In equation (15), aggregate productivity, a, is negatively related to the conditional vari-

ance of future productivity, V . Most importantly, this �rm-level uncertainty measure, V , is

a summary measure of informational frictions in an economy. In other words, if �rms have

imprecise information with regard to their productivity, their (ex-post) ine�cient investment

decisions will induce resource misallocation and, in turn, reduce aggregate productivity. This

relation is stronger when the product market is more competitive. In equation (15), aggre-

gate output is not determined yet, because the aggregate capital is interrelated with the

aggregate output.

16Appendix A.4 brie�y explains equation (15). Online Appendix I.A and I.B of David et al. (2016) explain
equation (15) in detail.
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2.4.2 Rental Rate of Capital and Wage Rate

To fully characterize aggregate output and capital, I �rst characterize the rental rate of

capital and wage rate. In a steady state, the Euler equation for a representative household

implies:17

1 = β(1− δ +R). (16)

A representative household distributes its income to aggregate consumption and aggregate

investment while considering the capital rental rate, R, the discount factor, β, and the

depreciation rate, δ. In a steady state, the functional form of the utility function does not

a�ect the rental rate for capital, R, because the marginal utility of consumption today is the

same as the marginal utility of consumption tomorrow, due to constant consumption.

The wage rate can be expressed as a function of aggregate output given parameter values

in a steady-state equilibrium:

w =
1

1− α̂1

logα̂2(
α̂1

α̂2R
)α̂1Lα̂−1 +

1

1− α̂1

(a+
1

2

σ2
a − V
1− α̂

+
1

2
V +

1

θ
y). (17)

In equation (17), a steady-state equilibrium wage, w, is positively related to aggregate output

because the demand for labor determines an equilibrium wage, given the aggregate labor is

inelastically supplied.18

2.4.3 Aggregate Capital and Output

To characterize aggregate capital, the relation between capital and labor is expressed at the

aggregate level by

17A steady-state equilibrium means the aggregate variables are stable, suggesting the left-hand side of

equation (16) is that u′(C)
u′(C) = 1. The Euler equation and transversality condition are the necessary and

su�cient conditions for a representative household's optimal decisions (Acemoglu, 2009, p.212). In a steady
state, the transversality condition is readily satis�ed: lim

t→∞
βt(1− δ +R)u′(C)K = 0.

18Appendix A.5 brie�y describes how to derive equation (17). Online Appendix I.A and I.B of David et al.
(2016) explain equation (17) in detail.
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K =
α̂1L

α̂2R
W. (18)

Then, a log change in capital is the same as a log change in wages with respect to informa-

tional frictions:

dk

dV
=
dw

dV
. (19)

Equation (19) helps characterize the relation between aggregate output and informational

frictions:

dy

dV
= α1(

dk

dV
)− 1

2
θ

= −1

2
θ

1

1− α1

. (20)

The above equation indicates informational frictions reduce aggregate output. Capital share,

α1, strengthens the negative relation between informational frictions and aggregate output,

because this economy accumulates less aggregate capital if aggregate productivity is lower.

Equations (15) and (20) are the same as equations (10) and (13) in David et al. (2016).

2.5 Equilibrium Analysis

The model demonstrates the quality of accrual accounting systems improves �rms' input

choices and, in turn, facilitates resource allocation across �rms through the input and prod-

uct markets. This e�ect results in increased aggregate productivity and output, as in equa-

tions (15) and (20). In the general equilibrium model, the product and input markets are

cleared while multiple agents, including heterogeneous �rms and a representative household,

maximize their pro�ts and utility under budget constraints. Each individual �rm makes

more informed investment decisions if accrual accounting systems improve managers' infor-
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mation about future productivity by providing a better measure of fundamentals than cash

accounting systems, as in equation (14).

Individual �rms' input decisions add up to aggregate e�ects as follows. First, �rms access

the same capital and labor market to purchase inputs, generally implying one �rm's more

e�cient input choice could generate better resource allocation across �rms. If one �rm is

willing to purchase more resources at the same price of resources than another �rm due to

its high expected productivity, resources are allocated from the potentially low-productivity

�rm to the potentially high-productivity �rm through prices in the input markets. This

resource-allocation process becomes more e�cient as the manager's expectation becomes

more precise. Second, the product market competition determines how strongly �rms' input

choices respond to their understanding of future productivity. Potentially high-productivity

�rms are going to take more market share from potentially low-productivity �rms as a rep-

resentative household substitutes high-productivity goods for low-productivity goods more

aggressively. Finally, a representative household provides aggregate capital depending on

aggregate productivity, which is determined by both the distribution of productivity and

resource allocation across �rms in equation (20). Therefore, this economy accumulates more

aggregate capital as the aggregate productivity becomes higher.

3 Data and Identi�cation

I analyze the United States, China, and India, using Compustat and Compustat Global for �-

nancial data. I identify the parameter values in the model that govern informational frictions

by using two accounting-property assumptions and one investment-optimality assumption.

I estimate the parameter values in the model by using the SMM. I conduct counterfactual

analyses about aggregate productivity and output as a function of informational frictions,

V , with estimated parameter values.
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3.1 Data

I use Compustat and Compustat Global to obtain �nancial data for public �rms in three

di�erent countries in 2012.19 I choose the United States, China, and India for comparison

with prior studies (Hsieh and Klenow, 2009; David et al., 2016). In addition, China and

India could be good benchmarks for developing countries, as compared to the United States.

The sample �rms are public �rms listed on major exchanges. In particular, I exclude �rms in

the United States listed in over-the-counter (OTC) markets, because �rms in such markets

might face a di�erent information environment than listed �rms on major exchanges, such

as the NYSE, AMEX, or NASDAQ, face (Bushee and Leuz, 2005; Ang et al., 2013).20 I

demean variables to control for a year �xed e�ect and, then, exclude the top and bottom 1%

observations for variables.

Productivity, Ait, and investment, Iit, are two key variables in this paper. To measure

productivity based on cash �ow and accounting earnings, I have to measure accruals �rst.

To consistently measure accruals across countries, I use a balance-sheet approach following

Leuz et al. (2003):

ACit = (∆CAit −∆Cashit)− (∆CLit −∆STDit −∆TPit)−Depit,

where ∆CAit= change in total current assets, ∆Cashit=change in cash/cash equivalents,

∆CLit= change in total current liabilities, ∆STDit= change in short-term debt included in

current liabilities, ∆TPit= change in income taxes payable, and Depit= depreciation and

amortization expense for �rm i in year t. However, this methodology could su�er from

19This paper uses �nancial data from 2010 to 2013 to construct variables for the cross-sectional analysis in
2012. Private �rms might be considered potential sample �rms even though their �nancial data are not readily
available (e.g., Minnis, 2011). One concern is that private �rms and public �rms face di�erent information
environments, suggesting assuming the same parameter values for two di�erent groups of �rms might be
problematic. Furthermore, when examining the cross-country variation in the information environment, the
endogenous choice of being public in di�erent countries might matter.

20All of the Indian �rms in the sample are listed in either the Bombay Stock Exchange or the National
Stock Exchange of India, and the Chinese �rms are mostly listed in the Hong Kong, Shanghai, or Shenzhen
Stock Exchanges.
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a measurement problem because large corporate events, such as mergers and acquisitions,

generate large accruals that are less related to the di�erence between a cash accounting

system and an accrual accounting system (Hribar and Collins, 2002). To mitigate this

concern, I verify the empirical moments in this paper using a balance-sheet approach are

similar to the empirical moments using a cash-�ow-statement approach in the United States.

Cash �ow and accounting earnings are transformed into imperfect measures of produc-

tivity using equations (11) and (12). Revenues in equations (11) and (12) are value added,

and not traditional accounting revenues, because the model considers only capital and labor

as inputs. The value added for accounting earnings is calculated as 50% of sales to exclude

costs of intermediate inputs from sales.21 The value added for cash �ow is measured by the

following:

V Acit = V Aeit − ACit,

where V Acit and V A
e
it are the value added for cash �ow and accounting earnings, respectively.

I subtract the total accruals from the value added for accounting earnings to calculate the

value added for cash �ow, because unearned revenues, accounts receivables, and inventories

directly a�ect the value added. However, this speci�cation prevents me from investigating

the uncertainty about revenues and costs separately. Imperfect measures of productivity are

calculated by using the following equation22:

acit + Constant = vacit − α̂kit, aeit + Constant = vaeit − α̂kit. (21)

I use gross property, plant and equipment (PP&E) to measure capital stock, Kit (e.g., Peters

and Taylor, 2016).23 Thus, (net) investment is calculated as a di�erence in capital stock,

21The national income and product accounts (NIPA) indicates, for an average �rm, value added accounts
for 50%-55% of sales. Considering a di�erence in the ratio of value added to sales across industries does not
widely change the empirical moments in the United States.

22See equation (25).
23Capital stock could be measured as net PP&E (e.g., Whited, 1992). Then, investment could be measured

by capital expenditure (e.g., Richardson, 2006). These di�erent measures do not widely change the empirical
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iit = kit − kit−1.

3.2 Identi�cation

This paper faces two identi�cation challenges. Only having noisy measures of productivity

makes separately identifying the process of productivity and the variance of noise in cash

�ow and accounting earnings di�cult. Identifying the quality of all other information man-

agers hold is another challenge because all other information is unobservable. I identify the

parameter values that govern the process of �rms' productivity and the quality of di�erent

information sources by using accounting-properties and investment-optimality assumptions:

Ψ = {ρ, σ2, σ2
ac, σ

2
ae, σ

2
s}.

Accounting properties provide identi�cation assumptions for the volatility of �rms' pro-

ductivity, σ2
a, and the quality of cash �ow, σ2

ac, and accounting earnings, σ2
ae, according to

Nikolaev (2016). The volatility of �rms' productivity, σ2
a, is a function of the persistence of

�rms' productivity, ρ, and the volatility of innovation in �rms' productivity, σ2. I assume

timing errors in cash �ow and estimation errors in accounting earnings are uncorrelated with

�rms' productivity. For stable �rms, timing errors in cash �ow are unlikely to be systemati-

cally positive or negative when �rms' productivity increases, because the mismatches of cash

collections and payments with the timing of business transactions might not always move in

the same direction as �rms' productivity moves. Estimation errors in accounting earnings

are unlikely to be systematically related to �rms' productivity, because accrual accounting

systems aim to measure the consequences of current business transactions e�ciently.24 In

addition, I assume noise in cash �ow and accounting earnings are uncorrelated with each

other, because accrual accounting systems aim to provide a less noisy measure of �rms' pro-

ductivity by removing an expected part of noise in cash �ow from accounting earnings as in

equation (12). These accounting-property assumptions provide three moment conditions to

moments in this paper.
24However, growth �rms, managers' income-smoothing incentives, and conservatism lead to the violation

of these identi�cation assumptions. I evaluate the estimated impact of accrual accounting on aggregate
productivity while relaxing these assumptions in section 5.1.
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identify σ2
a, σ

2
ac, and σ

2
ae:

cov(acit, a
e
it) = cov(ait + aacit , ait + aaeit ) = var(ait) = σ2

a,

var(acit) = var(ait + aacit ) = var(ait) + var(aacit ) = σ2
a + σ2

ac,

var(aeit) = var(ait + aaeit ) = var(ait) + var(aaeit ) = σ2
a + σ2

ae.

An investment-optimality condition provides identi�cation assumptions for the quality

of unobservable information, σ2
s , which is all other information managers hold, sit. If �rms

e�ciently use information to make input choices, the variance of capital stock reveals the

quality of all other information managers hold given the quality of cash �ow and accounting

earnings is already identi�ed:

var(kit) = var(
1

1− α̂
Eit[ait]) = (

1

1− α̂
)2(σ2

a − V ). (22)

In other words, �rms make more volatile investment decisions as the quality of all other

information they have about future productivity improves, given that the quality of cash

�ow and accounting earnings is �xed. For example, the volatility of investment is zero if

�rms have no information about future productivity. To consider the existence of other

frictions correlated with productivity, I choose the correlation between capital stock and

productivity�instead of the variance of capital stock�as a key moment condition following

David et al. (2016).

corr(kit, a
c
it−1) =

ρσ2
a√

σ2
a − V

√
σ2
a + σ2

ac

,
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corr(kit, a
e
it−1) =

ρσ2
a√

σ2
a − V

√
σ2
a + σ2

ae

.

For example, if a �rm overreacts to productivity due to other frictions holding all else con-

stant, the variance of capital stock increases. However, the correlation between capital stock

and productivity does not increase because the covariance between capital stock and pro-

ductivity also increases. Section 5.2 explains this moment condition in detail.

Table 1 summarizes which moments help identify speci�c parameter values. The moment

conditions derived by the model's assumptions are an identi�cation strategy in my paper.

[Table 1 about here.]

I use a di�erence speci�cation to deal with the �rm �xed e�ects due to �rms' di�erent

production functions and �rm-speci�c investment policies. In particular, I use investment

growth because investment is sticky (e.g., Morck et al., 1990). I simulate the relation between

moments and parameter values in Figure 3 to show moments are informative to identify

parameters, because I do not derive an exact expression for moments, due to their complexity.

Figure 3 indicates moments have monotonic relations with parameter values.

[Figure 3 about here.]

3.3 Simulated Method of Moments

I use the simulated method of moments (SMM) to estimate the parameter values for evaluat-

ing the role of accrual accounting information in shaping informational frictions (McFadden,

1989). The intuition is that I search for the parameter values that statistically satisfy the

moment conditions derived from the model's assumptions (Strebulaev and Whited, 2012). I

estimate parameter values Ψ = {ρ, σ2, σ2
ac, σ

2
ae, σ

2
s} by assuming θ = 6 and α1 = 0.33. In the

literature, the elasticity of substitution, θ, ranges from 3 to 10 (Broda and Weinstein, 2006;
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Hsieh and Klenow, 2009). I assume the output elasticity of capital, α1, is 0.33 in all three

countries, because Gollin (2002) argues α1 does not widely vary, ranging from 0.2 to 0.35

across countries. Appendix B.1 explains this estimation method in detail.

3.4 Counterfactual Analysis

I conduct two counterfactual analyses with the estimated parameters. First, I estimate the

impact of accrual accounting systems on aggregate productivity by comparing them with

a hypothetical economy without accrual accounting systems. This exercise is a thought

experiment that asks what �rms' input choices would be and what resource allocation across

�rms would be if accrual accounting systems did not exist. A manager's information sets

would have only cash �ow and all other information with which to make input choices: acit and

sit. This counterfactual experiment is viewed as changing various features in an economy

at once to alter the quality of accounting earnings, which a�ects resource allocation and

aggregate productivity.

Second, I estimate the potential gains for China and India if these countries had the same

quality of accrual accounting systems as the United States. The counterfactual value of the

quality of accounting earnings for China and India is the estimated value of the quality of

accounting earnings in the United States, σ2
ae,US. Keeping the process of productivity in

China and India intact, this counterfactual analysis examines how changing the quality of

accrual accounting information would a�ect �rms' input choices and, eventually, resource

allocation across �rms in these countries. This hypothetical exercise is delicate because

even if Chinese and Indian �rms had the same quality of accrual accounting information

as U.S. �rms, Chinese and Indian �rms might not disclose the information. Therefore, the

estimated gains from this exercise have to be adjusted downward if the assumption that all

other information a manager holds does not contain additional information about its current

productivity with regard to cash �ow and accounting earnings in China and India is violated.

One bene�t of these exercises, which are di�erent from other research settings, is that
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these counterfactual analyses evaluate the role of overall accrual accounting systems that

are determined by the interaction of various factors, including managerial skills, internal

information systems, accounting rules, and internal and external auditors. These counter-

factual exercises focus on aggregate resource allocation as the mechanism through which

accrual accounting systems in�uence aggregate productivity and output in the context of

the model. However, these quantitative exercises need to be carefully interpreted because of

three reasons. First, if a change in regulations a�ects not only accrual accounting systems

but also other systems, the estimated result in my paper is only partly informative for the

change in regulations. Second, a change in regulations is likely to have di�erent e�ects on

accrual accounting systems and, eventually, on resource allocation in di�erent countries due

to the complementarity among countries' institutions (e.g., Leuz, 2010). Finally, if accrual

accounting systems in�uence aggregate productivity through various channels, including in-

formational externalities, the counterfactual analysis in my paper is not informative for the

mechanisms other than the direct impact of accrual accounting systems on �rms' production

decisions.

The counterfactual analysis proceeds in two steps. First, I calculate a hypothetical con-

ditional variance of future productivity, Ṽ , using equation (14) based on a counterfactual

value of the quality of accounting earnings and the estimated values of the other parame-

ters. Second, I exploit equations (15) and (20) to estimate the impact of accrual accounting

systems on aggregate productivity and output by using the di�erence between V and Ṽ .
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4 Quantitative Analysis

4.1 Descriptive Statistics

Table 2 shows the descriptive statistics.25 The United States has the largest average �rm

size. The average accruals are negative in all three countries. The volatility of cash �ow,

accounting earnings, and investment activities is higher in China and India than in the

United States. However, di�erences in the volatility of timing and estimation errors, rather

than di�erences in the volatility of productivity, might be driving part of this di�erence.

[Table 2 about here.]

4.2 Empirical Moments and Parameter Values

Table 3 demonstrates the empirical moments are close to the simulated moments in the

United States, China, and India. The model-�t test does not reject the null hypothesis that

the moment conditions derived by the model's assumptions are consistent with the data-

generating process at a 1% signi�cance level. P-values for US and Indian data are high, but

a low p-value of 1.6% for Chinese data indicates the possibility that the model assumptions

might not be a good approximation for Chinese data (e.g., Wong, 2016).

[Table 3 about here.]

Table 4 is consistent with accrual accounting systems improving managers' information

about future productivity by providing managers with a better measure of fundamentals

than cash accounting systems. The standard deviations can be interpreted as percentage

deviations, because the underlying variables are in a log form. The standard deviation of

timing errors in cash-�ow-based productivity, σac, is more than twice as large as the stan-

dard deviation of estimation errors in accounting-earnings-based productivity, σae, in all three

25The shares of GDP sample �rms accounted for are 31%, 19%, and 23% in the United States, China, and
India, respectively. This �gure is calculated as the sum of 50% of the sample �rms' sales divided by GDP.
Approximately, 50% of the sample �rms' sales is the value added.
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countries, suggesting the quality of accounting earnings is higher than the quality of cash �ow

(e.g., Nikolaev, 2016). If the moment conditions only used the variance and covariance of

cash-�ow- and accounting-earnings-based productivity, one concern would be that the lower

variance of accounting-earnings-based productivity might mean accounting earnings is less

informative than cash �ow because of excessive income smoothing (e.g., Dechow and Skin-

ner, 2000). However, the higher correlation of investment with accounting-earnings-based

productivity than with cash-�ow-based productivity in Table 3 suggests accrual accounting

systems in general increase the informativeness of an imperfect measure of fundamentals for

�rms' investment decisions.

Table 4 �nds the standard deviation of noise in all other information, σs, ranges from 22%

to 38%, meaning the role of all other information in reducing informational frictions, V , is

important. This �nding is consistent with the argument that a �rm has various information

sources besides accrual accounting systems to make production decisions. Considering a

manager with cash �ow information and all other information, I will estimate the incremental

impact of accrual accounting information on aggregate productivity in Table 5 and 6.

The conditional variance of future productivity, V , is 0.02-0.04 in the United States,

China, and India. Relative to the initial uncertainty, the informational frictions in all three

countries are signi�cantly reduced by 93%-98%. However, the economically signi�cant infor-

mational frictions in all three countries emphasize the importance of informational frictions

in determining aggregate productivity through resource misallocation and the potential role

of accrual accounting systems in improving resource allocation and aggregate productivity

by reducing the conditional variance of future productivity.

Table 4 also sheds light on cross-sectional di�erences in information environments and

operational environments. Table 4 points out the magnitude of noise in accounting earnings,

σae, in the United States is 5%-6% lower than in China and India. The quality of accounting

earnings is the highest in the United States, consistent with Leuz et al.'s (2003) �ndings. The

size of timing errors, σac, is larger in China and India than in the United States, implying
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cash payments and collections are more misaligned with the timing of business transactions

in China and India than in the United States. The magnitude of informational frictions,

V , is the smallest in the United States because the high quality of all information sources

and the low volatility of productivity contribute to the low conditional variance of future

productivity.26 The estimated magnitude of informational frictions in my paper is less than

that of David et al. (2016). One reason is that I use one year instead of three years as the

investment horizon. Furthermore, the di�erence in the magnitude of noise in accounting

earnings across countries might in�uence the results of David et al. (2016), who �nd the size

of informational frictions, comparable to V in my paper, is 0.13-0.26 in the United States,

China, and India.

[Table 4 about here.]

4.3 Impact of Accrual Accounting Information on Aggregate Pro-

ductivity

Table 5 shows the impact of accrual accounting information on aggregate productivity, a, is

0.7%-2.5% in the United States, China, and India. This reduction in informational frictions,

V , from accrual accounting information also increases aggregate output, y, by 1.0%-3.8% in

the United States, China, and India. As of 2012, a 1% of GDP in the United States, a 1.7%

of GDP in China, and a 3.8% of GDP in India were $161 billion, $124 billion, and $70 billion,

respectively. By comparison, Midrigan and Xu (2014) demonstrate a �nancial friction would

generate a 5%-10% loss in aggregate productivity through resource misallocation in Korea.

The impact of accrual accounting information on aggregate productivity is smallest in the

26The low quality of �nancial information in China and India might partly explain the low correlation
between investment and productivity in these two countries, which also serves as evidence of signi�cant
resource misallocation in these two countries in prior papers (e.g., Hopenhayn, 2014). However, my paper
also echoes the large di�erences in resource misallocation in the United States, China, and India cannot be
solely explained by the di�erences in measurement errors outlined in Table 4 (e.g., Hsieh and Klenow, 2009).
The low correlation between investment and productivity in China and India might re�ect other frictions,
such as political connections. I discuss this issue in section 5.2 in detail.
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United States because the volatility of its �rms' productivity is smallest and the quality of

its other information sources is the highest. Compared to the magnitude of informational

frictions, the reduction in informational frictions, V , from accounting earnings accounts for

15%-20% of the magnitude of informational frictions.27

This estimate in Table 5 might capture both the internal and external usage of accounting

information, because the high correlation between investment and accounting earnings, which

is a key moment in this paper, might indicate accounting earnings help encourage managers to

make input choices aligned with investors' interests and future productivity (e.g., Bushman

and Smith, 2001). Accounting earnings could be used both internally and externally to

improve �rm-level investment e�ciency. The external usage of accounting earnings a�ects

�rm-level capital and labor investment e�ciency through corporate governance and capital

markets (e.g., Bushman and Smith, 2001; Kanodia and Sapra, 2016).28 Even though the

external usage of accounting earnings is not modelled explicitly, my quantitative analysis

admits the possibility that this channel contributes to the estimated e�ect of accounting

information on resource allocation and aggregate productivity through an increase in the

correlation between investment and accounting earnings.

[Table 5 about here.]

Table 6 shows if China and India had �US-quality� accounting information, the estimated

gains for these countries would be a 0.6%-0.7% increase in aggregate productivity and a

0.8%-1.0% increase in aggregate output. These estimates would require Chinese and Indian

�rms to not have all other information about their current performance. The estimates

in Table 5 and 6 are the quantitative implications of the model. The impact of improved

27I conduct another counterfactual analysis on perfect accrual accounting information. What if managers
have a perfect measure of fundamentals through accrual accounting systems? The quantitative analysis
suggests the impact of perfect accrual accounting information on aggregate productivity, a, and aggregate
output, y, is 0.3%-1.2% and 0.5%-1.7% in the United States, China, and India.

28Kanodia and Lee (1998) demonstrate disclosure incentivizes managers to invest e�ciently because interim
reports partially reveal managers' private information to investors ex-post. Biddle et al. (2009) show the
quality of accounting earnings reduces both over- and under-investment problems due to adverse selection
and agency problems. Jung et al. (2014) demonstrate the quality of accounting earnings improves labor
investment e�ciency through similar channels to Biddle et al.'s (2009).
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accrual accounting systems on aggregate productivity through e�cient resource allocation

is comparable to 1%-2% of the overall e�ect of improved resource allocation on aggregate

productivity in China and India, as estimated by Hsieh and Klenow (2009). They �nd 30%-

60% of the aggregate productivity di�erences among the United States, China, and India

could be explained by di�erent degrees of resource misallocation in each country, because

high-productivity �rms might not always get more resources than low-productivity �rms

in China and India. However, Asker et al. (2014) argue if a �rm's investment decision is

dynamic, the estimated e�ect of resource misallocation on aggregate productivity in Hsieh

and Klenow (2009) using a static distribution of productivity can partly capture di�erent

volatilities of fundamentals in di�erent countries instead of di�erent magnitudes of distortions

in di�erent countries.

[Table 6 about here.]

5 Robustness Tests

5.1 Accounting Properties

As a robustness test, I estimate the impact of accrual accounting on resource allocation and

aggregate productivity while relaxing the accounting-property assumptions. Even though

the accounting-property assumptions provide a natural starting point, �rm characteristics

and accounting practices are likely to a�ect these assumptions and, in turn, in�uence the

estimation results. Nikolaev (2016) explains these possibilities and how to generalize his

model to incorporate these possibilities. For growing �rms, an increase in productivity

might be related to negative timing errors, because growing �rms are likely to invest more in

working capital as well as in capital and labor (McNichols, 2000). As accruals, these positive

working capital investments could generate the negative relation between productivity shocks

and timing errors, because an increase in cash �ow might not be as large as an increase in

productivity.
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Estimation errors might also be correlated with productivity shocks and timing errors

(e.g., Healy, 1985; Basu, 1997; Gerakos and Kovrijnykh, 2013). Simply, accrual accounting

systems might not remove all of the timing errors, resulting in the relation between pro-

ductivity shocks and estimation errors being in the same direction as the relation between

productivity shocks and timing errors. Furthermore, managers' income-smoothing incen-

tives could lead to a negative relation between productivity shocks and estimation errors

(e.g., Gerakos and Kovrijnykh, 2013). Accrual accounting systems could underreact to cur-

rent productivity shocks if managers are willing to smooth accounting earnings over time.

Another reason might be conservatism (e.g., Basu, 1997; Watts, 2003a,b). For contracting

purposes, accrual accounting systems defer the recognition of positive news, such as positive

revaluations of assets, resulting in a positive relation between timing errors and estimation

errors.

To evaluate the in�uence of these cases on the estimation results, I use two di�erent

speci�cations of accounting systems. First, I explore the e�ects of the correlation between

productivity shocks and errors on the estimation results. The alternative speci�cation of

accounting systems is as follows:

acit = ait + ξcεit + aacit , a
e
it = ait + ξeεit + aaeit ,

where ξc and ξe re�ect the relation of productivity shocks with cash �ow and accounting

earnings and εit is the innovation in productivity. Table 7 Panel A demonstrates both timing

errors and estimation errors are negatively related to productivity shocks.29 However, the

negative relation is smaller for accounting earnings than for cash �ow in all three countries.

The large negative relation between productivity shocks and timing errors in China and

India implies the role of accrual accounting information is more important in these countries

29In Table 7, I use two additional moments, corr(acit, a
c
it−2) and corr(aeit, a

e
it−2). In Table 7 Panel A, I

estimate parameters searching for limited sets of parameter values, because a larger number of parameters
would make the optimization process less stable. If I search for a full set of parameter values to estimate
parameters, I sometimes reach an uninteresting parameter value of ξc close to -1, meaning cash �ow has no
information about current productivity shocks.
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relative to the benchmark case in equations (11) and (12).

Second, I investigate how the correlation between timing errors and estimation errors

changes the estimation results. The alternative speci�cation of accounting systems is as

follows:

acit = ait + aceit + aacit , a
e
it = ait + aceit + aaeit ,

where aceit re�ects common errors in cash �ow and accounting earnings that are unrelated

to productivity shocks. Table 7 Panel B indicates the magnitude of common errors in cash

�ow and accounting earnings is small. The estimation results are robust to this alternative

speci�cation.

[Table 7 about here.]

5.2 Other Frictions

The existence of other frictions changes a �rm's problem and weakens the argument that

the variance in equation (22) reveals the quality of all other information managers hold. A

�rm's new objective function can be expressed by

max
Kit,Lit

Eit−1[Y
1
θ
t (1− τYit)AitK

α̂1
it L

α̂2
it −WtLit − (1 + τKit)RtKit],

where τYit is a distortion of production and τKit is a distortion of input choices (Hsieh and

Klenow, 2009; David et al., 2016). This expression potentially incorporates other frictions,

such as taxes, political connections, government policies, and managers' private bene�ts.

Hopenhayn and Rogerson (1993) demonstrate an increase in �ring costs reduces not only

long-term employment rates but also labor productivity, because this policy hinders �rms

from hiring or �ring their employees in response to positive or negative shocks. Midrigan

and Xu (2014) demonstrate �nancial frictions decrease aggregate productivity by distorting
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�rms' entry and technology adoption decisions as well as by driving resource misallocation.30

With the existence of other frictions, an optimal capital investment rule is derived:

kit =
Eit−1[ait + τit]

1− α̂
+ Constant

=
(1 + γ)Eit−1[ait] + ετit

1− α̂
+ Constant, (23)

where γ re�ects a distortion correlated with productivity and ετit is a distortion uncorrelated

with productivity.31 Equation (23) implies the relation between the variance and the quality

of all other information managers hold is distorted as follows:

var(kit) = var(
1 + γ

1− α̂
Eit−1[ait] +

1

1− α̂
ετit) = (

1 + γ

1− α̂
)2(σ2

a − V ) + (
1

1− α̂
)2var(ετit).

Therefore, this paper focuses on the correlation between the capital stock and (observ-

able) measures of productivity, rather than the variance of the capital stock, to overcome

this problem following David et al. (2016). Suppose γ 6= 0 but σ2
ετ = 0, where σ2

ετ is the

variance of a distortion uncorrelated with productivity. The correlations corr(kit, a
c
it−1) and

corr(kit, a
e
it−1) are a robust moment to γ to estimate σ2

s , because the e�ects of distortions

correlated with productivity in the denominator and the numerator o�set each other32:

corr(kit, a
c
it−1) =

( 1+γ
1−α̂)cov(Eit−1[ait], a

c
it−1)√

( 1+γ
1−α̂)2var(Eit−1[ait])

√
var(acit−1)

=
cov(Eit−1[ait], a

c
it−1)√

var(Eit−1[ait])
√
var(acit−1)

.

30Prior studies analyze the quantitative impact of �nancial frictions on aggregate productivity and output
(e.g. Buera et al., 2011; Moll, 2014).

31I assume log(1− τYit) and log(1 + τKit) follow a speci�c log-normal distribution. τit is the combination
of log(1 − τYit) and log(1 + τKit). τit = γait + ετit, where ε

τ
it follows an i.i.d. log-normal distribution as the

mean of zero and variance of σ2
ετ . I assume managers observe ετit before making investment decisions.

32I assume γ is greater than -1.
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Suppose γ = 0 but σ2
ετ 6= 0. corr(kit, a

c
it−1) and corr(kit, a

e
it−1) underestimate σ2

s because the

lower correlation suggests higher variance of the capital stock and, in turn, higher quality of

all other information:

corr(kit, a
c
it−1) =

cov(Eit−1[ait], a
c
it−1)√

(var(Eit−1[ait]) + var(ετit))
√
var(acit−1)

.

The existence of other distortions underestimates the impact of accrual accounting systems

on resource allocation and aggregate productivity, suggesting the estimate in this paper is

likely to provide a lower bound, at least if I focus on the correlation rather than the variance.

5.3 Elasticity of Substitution

I evaluate the sensitivity of the estimation results to the elasticity of substitution, θ. I use

this parameter both to calculate productivity and to conduct counterfactual analyses, with

common values of this parameter ranging from 3 to 10 in the literature. Table 8 indicates the

estimated parameter values in my paper are robust to the di�erent values of θ in all three

countries. However, the estimated e�ect of accrual accounting information on aggregate

productivity and output increases as the elasticity of substitution increases because of the

competition e�ect. This result is closely related to equations (15) and (20), the equilibrium

results in the model. The impact of accrual accounting information on aggregate productivity

ranges from 0.4%-3.5% in the United States, China, and India.

[Table 8 about here.]

5.4 Industry Analysis

I conduct an industry analysis to validate my estimation method and explore how large

the role of accrual accounting information is in shaping informational frictions in di�erent

industries. Prior studies demonstrate cash �ow and accounting earnings both have more

di�culty in measuring �rm performance when the operating cycle is longer (e.g., Dechow,
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1994; Dechow and Dichev, 2002). A long operating cycle implies cash collections and pay-

ments are more likely to be misaligned with the timing of business transactions. In addition,

a long operating cycle might make matching the bene�t and cost of business transactions

di�cult for accrual accounting systems. My estimates for the size of timing errors and esti-

mation errors in Figure 4 Panels A and B are consistent with prior papers' �ndings. Related

to these phenomena, one interesting question is whether, in the context of the model, the

importance of accrual accounting information is increasing or decreasing with the operating

cycle, because both timing and estimation errors increase in the operating cycle. Figure 4

Panel C demonstrates accrual accounting systems reduce informational frictions, V , more in

an industry with a longer operating cycle, meaning large timing errors in cash �ow elevate

the role of accounting earnings even though accounting earnings also have large estimation

errors.

[Figure 4 about here.]

6 Conclusion

I show accrual accounting systems improve resource allocation and aggregate productivity

by helping managers make better input choices with a less noisy measure of performance.

An understanding of how (and how much) accrual accounting in�uences aggregate produc-

tivity is important in accounting. The general equilibrium model with accounting systems

demonstrates �rms' more informed decisions with an improved measure of performance lead

to more resources being allocated to potentially high-productivity �rms through the product

and input markets. The quantitative analysis demonstrates the estimated impact of accrual

accounting on aggregate productivity is economically signi�cant.

However, the quantitative analysis should be interpreted only in the context of the model.

For example, the monopolistic competition of heterogeneous �rms is a standard assumption

in the literature, but it does not consider strategic interaction among �rms. Explicitly

38



modeling adjustment costs and accrual reversals might be helpful for a deeper understanding

of the interaction between adjustment costs and informational frictions and the impact of

di�erent accounting properties on resource allocation. Furthermore, the quantitative analysis

does not consider any forces outside the model, such as distinguishable legal institutions in

di�erent countries.

Whereas I focus on the direct e�ect of accrual accounting on �rms' decisions and, in

turn, aggregate productivity in a general equilibrium model with heterogeneous �rms under

imperfect information, a general equilibrium analysis could be useful for understanding other

economy-wide e�ects of accounting. For example, prior papers emphasize the role of accrual

accounting systems in mitigating agency problems in �rms and therefore in�uencing �rms'

decisions (e.g., Bushman and Smith, 2001; Armstrong, Guay, and Weber, 2010). Informa-

tion spillover might be another channel through which accounting information in�uences

aggregate productivity (e.g., Badertscher et al., 2013; Leuz and Wysocki, 2016). A general

equilibrium analysis could be a useful tool for investigating quantitative implications about

aggregate e�ects and externalities of accounting.

References

Acemoglu, Daron, 2009, Introduction to Modern Economic Growth (Princeton University

Press).

Ackerberg, Daniel A., Kevin Caves, and Garth Frazer, 2015, Identi�cation Properties of

Recent Production Function Estimators, Econometrica 83, 2411�2451.

Ang, Andrew, Assaf A. Shtauber, and Paul C. Tetlock, 2013, Asset Pricing in the Dark: The

Cross-section of OTC Stocks, Review of Financial Studies 26, 2985�3028.

Armstrong, Christopher S., Wayne R. Guay, and Joseph P. Weber, 2010, The Role of Infor-

39



mation and Financial Reporting in Corporate Governance and Debt Contracting, Journal

of Accounting and Economics 50, 179�234.

Asker, John, Allan Collard-Wexler, and Jan De Loecker, 2014, Dynamic Inputs and Resource

(Mis)Allocation, Journal of Political Economy 122, 1013�1063.

Badertscher, Brad, Nemit Shro�, and Hal D. White, 2013, Externalities of Public Firm Pres-

ence: Evidence from Private Firms' Investment Decisions, Journal of Financial Economics

109, 682�706.

Bartelsman, Eric J., John C. Haltiwanger, and Stefano Scarpetta, 2013, Cross-Country Dif-

ferences in Productivity: The Role of Allocation and Selection, The American Economic

Review 103, 305�334.

Barth, Mary E., Greg Clinch, and Doron Israeli, 2016, What Do Accruals Tell Us about

Future Cash Flows?, Review of Accounting Studies 21, 768�807.

Basu, Sudipta, 1997, The Conservatism Principle and the Asymmetric Timeliness of Earn-

ings, Journal of Accounting and Economics 24, 3�37.

Baumol, William J., 1977, Economic Theory and Operations Analysis (Prentice-Hall).

Bertomeu, Jeremy, Paul Ma, and Iván Marinovic, 2016, How Often Do Managers Withhold

Information?, Working Paper 1�46.

Beyer, Anne, Ilan Guttman, and Iván Marinovic, 2016, Earnings Management and Earnings

Quality: Theory and Evidence, Working Paper 1�50.

Biddle, Gary C., Gilles Hilary, and Rodrigo S. Verdi, 2009, How Does Financial Reporting

Quality Relate to Investment E�ciency?, Journal of Accounting and Economics 48, 112�

131.

Breuer, Matthias, 2016, Financial Reporting Regulation and Economic Activity, Working

Paper 1�75.

40



Broda, Christian, and David E. Weinstein, 2006, Globalization and the Gains from Variety,

The Quarterly Journal of Economics 121, 541�585.

Buera, Francisco J., Joseph P. Kaboski, and Yongseok Shin, 2011, Finance and Development

: A Tale of Two Sectors, The American Economic Review 101, 1964�2002.

Bushee, Brian J., and Christian Leuz, 2005, Economic Consequences of SEC Disclosure

Regulation: Evidence from the OTC Bulletin Board, Journal of Accounting and Economics

39, 233�264.

Bushman, Robert M., Alina Lerman, and X. Frank Zhang, 2016, The Changing Landscape

of Accrual Accounting, Journal of Accounting Research 54, 41�78.

Bushman, Robert M., Joseph D. Piotroski, and Abbie J. Smith, 2011, Capital Allocation

and Timely Accounting Recognition of Economic Losses, Journal of Business Finance and

Accounting 38, 1�33.

Bushman, Robert M., and Abbie J. Smith, 2001, Financial Accounting Information and

Corporate Governance, Journal of Accounting and Economics 32, 237�333.

David, Joel M., Hugo A. Hopenhayn, and Venky Venkateswaran, 2016, Information, Misal-

location and Aggregate Productivity, Quarterly Journal of Economics 131, 943�1005.

Dechow, Patricia, Weili Ge, and Catherine Schrand, 2010, Understanding Earnings Qual-

ity: A Review of the Proxies, Their Determinants and Their Consequences, Journal of

Accounting and Economics 50, 344�401.

Dechow, Patricia M., 1994, Accounting Earnings and Cash Flows as Measures of Firm Per-

formance The role of Accounting Accruals, Journal of Accounting and Economics 18, 3�42.

Dechow, Patricia M., and Illia D. Dichev, 2002, The Quality of Accruals and Earnings : The

Role of Accruals Estimation Errors, The Accounting Review 77, 35�59.

41



Dechow, Patricia M., S. P. Kothari, and Ross L. Watts, 1998, The Relation between Earnings

and Cash Flows, Journal of Accounting and Economics 25, 133�168.

Dechow, Patricia M., and Douglas J. Skinner, 2000, Earnings Management: Reconciling the

Views of Accounting Academics, Practitioners, and Regulators, Accounting Horizons 14,

235�250.

Dichev, Ilia D., John R. Graham, Campbell R. Harvey, and Shiva Rajgopal, 2013, Earnings

Quality: Evidence from the Field, Journal of Accounting and Economics 56, 1�33.

Dixit, Avinash K., and Joseph E. Stiglitz, 1977, Monopolistic Competition and Optimum

Product Diversity, The American Economic Review 67, 297�308.

Dutta, Sunil, and Alexander Nezlobin, 2015, Dynamic E�ects of Information Disclosure on

Investment E�ciency, Working paper 1�53.

Feng, Mei, Chan Li, and Sarah McVay, 2009, Internal Control and Management Guidance,

Journal of Accounting and Economics 48, 190�209.

Foster, Lucia, John Haltiwanger, and Chad Syverson, 2008, Reallocation, Firm Turnover, and

E�ciency: Selection on Productivity or Pro�tability?, The American Economic Review

98, 394�425.

Francis, Jere R., Shawn Huang, Inder K. Khurana, and Raynolde Pereira, 2009, Does Cor-

porate Transparency Contribute to E�cient Resource Allocation?, Journal of Accounting

Research 47, 943�989.

Gao, Pingyang, 2013, A Measurement Approach to Conservatism and Earnings Management,

Journal of Accounting and Economics 55, 251�268.

Gerakos, Joseph, and Andrei Kovrijnykh, 2013, Performance Shocks and Misreporting, Jour-

nal of Accounting and Economics 56, 57�72.

42



Gerakos, Joseph, and Chad Syverson, 2015, Competition in the Audit Market: Policy Im-

plications, Journal of Accounting Research 53, 725�775.

Gollin, Douglas, 2002, Getting Income Shares Right, Journal of Political Economy 110,

458�474.

Goodman, Theodore H., Monica Neamtiu, Nemit Shro�, and Hal D. White, 2014, Man-

agement Forecast Quality and Capital Investment Decisions, The Accounting Review 89,

331�365.

Gourieroux, Christian, and Alain Monfort, 1997, Time Series and Dynamic Models (Cam-

bridge University Press).

Gow, Ian D., David F. Larcker, and Peter C. Reiss, 2016, Causal Inference in Accounting

Research, Journal of Accounting Research 54, 477�523.

Hann, Rebecca, Wenfeng Wang, and Yue Zheng, 2016, Information Frictions and Produc-

tivity Dispersion: The Role of Accounting Information, Working Paper 1�59.

Hansen, Lars P., 1982, Large Sample Properties of Generalized Method of Moments, Econo-

metrica 50, 1029�1054.

Healy, Paul M., 1985, The E�ect of Bonus Schemes on Accounting Decisions, Journal of

Accounting and Economics 7, 85�107.

Hemmer, Thomas, and Eva Labro, 2008, On the Optimal Relation between the Properties of

Managerial and Financial Reporting Systems, Journal of Accounting Research 46, 1209�

1240.

Hemmer, Thomas, and Eva Labro, 2015, Management by the Numbers : A Formal Approach

to Deriving Informational and Distributional Properties of "Un-managed" Earnings,Work-

ing paper 1�47.

43



Hopenhayn, Hugo, and Richard Rogerson, 1993, Job Turnover and Policy Evaluation : A

General Equilibrium Analysis, Journal of Political Economy 101, 915�938.

Hopenhayn, Hugo A., 2014, Firms, Misallocation, and Aggregate Productivity: A Review,

Annual Review of Economics 6, 735�770.

Hopper, Trevor, Linda Kirkham, Robert W. Scapens, and Stuart Turley, 1992, Does Fi-

nancial Accounting Dominate Management Accounting�A Research Note, Management

accounting research 3, 307�311.

Hribar, Paul, and Daniel W. Collins, 2002, Errors in Estimating Accruals: Implications for

Empirical Research, Journal of Accounting Research 40, 105�134.

Hsieh, Chang-Tai, and Peter J. Klenow, 2009, Misallocation and Manufacturing TFP in

China and India, The Quarterly Journal of Economics 124, 1329�1372.

Hsieh, Chang-Tai, and Peter J. Klenow, 2010, Development Accounting, American Economic

Journal: Macroeconomics 2, 207�23.

Ijiri, Yuji, 1975, Theory of Accounting Measurement (American Accounting Association).

Jung, Boochun, Woo Jong Lee, and David P. Weber, 2014, Financial Reporting Quality and

Labor Investment E�ciency, Contemporary Accounting Research 31, 1047�1076.

Kalman, Rudolf E., 1960, A New Approach to Linear Filtering and Prediction Problems,

Journal of basic Engineering 82, 35�45.

Kanodia, Chandra, 1980, E�ects of Shareholder Information on Corporate Decisions and

Capital Market Equilibrium, Econometrica 48, 923�953.

Kanodia, Chandra, and Deokheon Lee, 1998, Investment and Disclosure: The Disciplinary

Role of Periodic Performance Reports, Journal of Accounting Research .

44



Kanodia, Chandra, and Haresh Sapra, 2016, A Real E�ects Perspective to Accounting Mea-

surement and Disclosure: Implications and Insights for Future Research, Journal of Ac-

counting Research 54, 623�676.

Kanodia, Chandra, Haresh Sapra, and Raghu Venugopalan, 2004, Should Intangibles Be

Measured: What are the Economic Trade-O�s?, Journal of Accounting Research 42, 89�

120.

Kaplan, Robert S., 1984, The Evolution of Management Accounting, The Accounting Review

59, 390�418.

Kydland, Finn E., and Edward C. Prescott, 1996, The Computational Experiment: An

Econometric Tool, The Journal of Economic Perspectives 10, 69�85.

Leuz, Christian, 1998, The Role of Accrual Accounting in Restricting Dividends to Share-

holders, European Accounting Review 7, 579�604.

Leuz, Christian, 2010, Di�erent Approaches to Corporate Reporting Regulation: How Ju-

risdictions Di�er and Why, Accounting & Business Research 40, 229�256.

Leuz, Christian, Dhananjay Nanda, and Peter D. Wysocki, 2003, Earnings Management and

Investor Protection: An International Comparison, Journal of Financial Economics 69,

505�527.

Leuz, Christian, and Peter D. Wysocki, 2016, The Economics of Disclosure and Financial Re-

porting Regulation: Evidence and Suggestions for Future Research, Journal of Accounting

Research 54, 525�622.

McFadden, Daniel, 1989, A Method of Simulated Moments for Estimation of Discrete Re-

sponse Models Without Numerical Integration, Econometrica 57, 995�1026.

McNichols, Maureen F., 2000, Research Design Issues in Earnings Management Studies,

Journal of Accounting and Public Policy 19, 313�345.

45



McNichols, Maureen F., and Stephen R. Stubben, 2008, Does Earnings Management A�ect

Firms' Investment Decisions?, Accounting Review 83, 1571�1603.

Melitz, Marc J., 2003, The Impact of Trade on Intraindustry Reallocation and Aggregate

Industry Productivity, Econometrica 71, 1695�1725.

Midrigan, Virgiliu, and Daniel Yi Xu, 2014, Finance and Misallocation: Evidence from

Plant-level Data, American Economic Review 104, 422�458.

Minnis, Michael, 2011, The Value of Financial Statement Veri�cation in Debt Financing:

Evidence from Private U.S. Firms, Journal of Accounting Research 49, 457�506.

Moll, Benjamin, 2014, Productivity Losses from Financial Frictions: Can Self-�nancing Undo

Capital Misallocation?, American Economic Review 104, 3186�3221.

Morck, Randall, Andrei Shleifer, Robert W. Vishny, Matthew Shapiro, and James M.

Poterba, 1990, The Stock Market and Investment: Is the Market a Sideshow ?, Brookings

Paper on Economic Activity 1990, 157�215.

Nikolaev, Valeri V., 2016, Identifying Accounting Quality, Working paper 1�56.

Olley, G. Steven, and Ariel Pakes, 1996, The Dynamics of Productivity in the Telecommu-

nications Equipment Industry, Econometrica 64, 1263�1297.

Peters, Ryan H., and Lucian A. Taylor, 2016, Intangible Capital and the Investment-q

Relation, Journal of Financial Economics, Forthcoming 1�55.

Restuccia, Diego, and Richard Rogerson, 2008, Policy Distortions and Aggregate Productiv-

ity with Heterogeneous Establishments, Review of Economic Dynamics 11, 707�720.

Richardson, Scott, 2006, Over-investment of Free Cash Flow, Review of Accounting Studies

11, 159�189.

46



Richardson, Scott A., Richard G. Sloan, Mark T. Soliman, and Irem Tuna, 2005, Accrual

Reliability, Earnings Persistence and Stock Prices, Journal of Accounting and Economics

39, 437�485.

Shro�, Nemit, 2016, Corporate Investment and Changes in GAAP, Review of Accounting

Studies, Forthcoming 1�57.

Strebulaev, Illia A., and Toni M. Whited, 2012, Dynamic Models and Structural Estimation

in Corporate Finance, Foundations and Trends in Finance 6, 1�163.

Terry, Stephen J., 2015, The Macro Impact of Short-Termism, Working Paper 1�74.

Watts, Ross L., 2003a, Conservatism in Accounting Part I: Explanations and Implications,

Accounting Horizons 17, 207�221.

Watts, Ross L., 2003b, Conservatism in Accounting Part II: Evidence and Research Oppor-

tunities, Accounting Horizons 17, 287�301.

Whited, Toni M., 1992, Debt, Liquidity Constraints, and Corporate Investment: Evidence

from Panel Data, Journal of Finance 47, 1425�1460.

Wong, T. J., 2016, Corporate Governance Research on Listed Firms in China: Institutions,

Governance and Accountability, Foundations and Trends(R) in Accounting 9, 259�326.

Zakolyukina, Anastasia A., 2014, Measuring Intentional GAAP Violations: A Structural

Approach, Working Paper 1�65.

A Model

A.1 Constant Elasticity Substitution Aggregator

A CES aggregator means the degree to which a representative household substitutes one

good for another good when responding to a change in a relative price between these goods
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is constant. The �nal good is produced by a competitive �rm with perfect information.

The �rst-order condition of a �nal-good producer's problem provides a downward-sloping

demand function for an intermediate-good producer:

Pit =
θ

θ − 1
(

ˆ
AitY

θ−1
θ

it di)
1
θ−1

θ − 1

θ
AitY

− 1
θ

it

= Ait(
Yit
Yt

)−
1
θ ,

where Pit is a relative price of intermediate good i with respect to a �nal good, Yt. I verify

the constant elasticity of substitution, θ, using this demand function. The ratios of price

and quantity of two di�erent intermediate goods satisfy the equation:

Pjt
Pit

=
Ajt
Ait

(
Yit
Yjt

)
1
θ .

I transform this equation into a log form:

log
Pjt
Pit
− logAjt

Ait
− 1

θ
log

Yit
Yjt

= 0.

The implicit function theorem suggests the elasticity of substitution, θ, is constant:

− ∂(Yit/Yjt)/(Yit/Yjt)

∂(Pit/Pjt)/(Pit/Pjt)
= −∂log(Yit/Yjt)

∂log(Pit/Pjt)
=

1
1
θ

= θ.

A.2 Optimal Capital Investment Decisions

Equation (9) implies:

Lit
Kit

=
α̂2Rt

α̂1Wt

. (24)

Using equation (24), a �rm's maximization problem is reduced to an optimal decision of

capital:
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max
Kit

Y
1
θ
t Eit−1[Ait]K

α̂
it(
α̂2Rt

α̂1Wt

)α̂2 − (1 +
α̂2

α̂1

)RtKit. (25)

The �rst-order condition for an optimal decision problem with respect to capital is as follows:

α̂Y
1
θ
t Eit−1[Ait]K

α̂−1
it (

α̂2Rt

α̂1Wt

)α̂2 = (1 +
α̂2

α̂1

)Rt.

Kit = Eit−1[Ait]
1

1−α̂ (α̂Y
1
θ
t (

α̂2Rt

α̂1Wt

)α̂2((1 +
α̂2

α̂1

)Rt)
−1)

1
1−α̂ .

The sum of the capital stock of all �rms is the same as the aggregate capital stock, Kt:

ˆ
Kitdi = (α̂Y

1
θ
t (

α̂2Rt

α̂1Wt

)α̂2((1 +
α̂2

α̂1

)Rt)
−1)

1
1−α̂

ˆ
Eit−1[Ait]

1
1−α̂di.

Kt´
Eit−1[Ait]

1
1−α̂di

= (α̂Y
1
θ
t (

α̂2Rt

α̂1Wt

)α̂2((1 +
α̂2

α̂1

)Rt)
−1)

1
1−α̂ . (26)

A.3 Kalman Filter

I express a manager's expectation process by using a state-space representation of a man-

ager's information structure as an aspect of productivity. The state and observation equa-

tions are expressed as follows:

ait = (1− ρ)a+ ρait−1 + εit,

Xit−1 = Hait−1 + U + ηit−1,

Xit =


acit

aeit

sit

 , H =


1

1

ρ

 , U =


−σ2

ac

2

−σ2
ae

2

(1− ρ)a

 , ηit =


aac
′

it

aae
′

it

εit+1 + asit

 ,
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 εit

ηit−1

 ∼ N(



0

0

0

0


,Ω =

 σ2 S
1×3

S ′
3×1

R
3×3

 =



σ2 0 0 σ2

0 σ2
ac 0 0

0 0 σ2
ae 0

σ2 0 0 σ2 + σ2
s


), (27)

where aac
′

it = aacit + σ2
ac

2
and aae

′
it = aaeit + σ2

ae

2
. In equation (27), a manager forms an expectation

of future productivity, ait, by observing a vector of signals, Xit−1. This paper assumes the

error terms in ηit are uncorrelated with each other.

A manager forms a best estimate of future productivity by using the Kalman �lter,

because it is an optimal process for predicting future productivity when the data-generating

process is linear and normal (e.g., Kalman, 1960; Gourieroux and Monfort, 1997, pp.575-

585). A key mechanism is Bayes' theorem, which is used to derive the conditional distribution

of future productivity. The Kalman �lter follows three stages to update information and

forecast future states. First, managers form their expectations about signals, Xit−1, based

on their expectation of current productivity.

ait−1|Iit−2 ∼ N(Eit−2[ait−1], Vit−2[ait−1]),

Xit−1|Iit−2 ∼ N(HEit−2[ait−1] + U, Vit−2[ait−1]HH ′ +R).

Second, the unexpected part of signals updates managers' expectations of current produc-

tivity, Eit−1[ait−1]:

ait−1|Iit−1 ∼ N(Eit−1[ait−1], Vit−1[ait−1]),

Eit−1[ait−1] = Eit−2[ait−1] +Git−1(Xit−1 −HEit−2[ait−1]− U),
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Git−1 = Vit−2[ait−1]H ′(Vit−2[ait−1]HH ′ +R)−1,

Vit−1[ait−1] = (1−Git−1H)Vit−2[ait−1].

Finally, managers form their expectations of future productivity, ait, using updated infor-

mation:

ait|Iit−1 ∼ N(Eit−1[ait], Vit−1[ait]),

Eit−1[ait] = (1− ρ)a+ (ρ− SR−1H)Eit−1[ait−1] + SR−1(Xit−1 − U),

Vit−1[ait] = (ρ− SR−1H)2Vit−1[ait−1] + σ2 − SR−1S ′.

The stationary covariance matrix satis�es the following:

V = (ρ− SR−1H)2(V − V H ′(V HH ′ +R)−1HV ) + σ2 − SR−1S ′, (28)

G = V H ′(V HH ′ +R)−1.

I have to initiate this �ltering by setting up Ei0[ai1] and Vi0[ai1]. I simulate ai1 such that ai1

follows the unconditional distribution of productivity. Ei0[ai1] is given to satisfy Vi0[ai1] = V .

In this way, Vit−1[ait] and Git−1 are constant as Vit−1[ait] = V and Git−1 = G.

Equation (28) de�nes the relation between the quality of information and the conditional

variance of future productivity. The equation is rearranged as follows.

V = ρ2(
σ2
s

σ2 + σ2
s

)2V σ
2
aeσ

2
ac(σ

2 + σ2
s)

det(B)
+

σ2σ2
s

σ2 + σ2
s

,
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B ≡ V HH ′ +R,

det(B) = V (σ2
ae + σ2

ac)(σ
2 + σ2

s) + σ2
aeσ

2
ac(σ

2 + σ2
s + ρ2V ) ≥ σ2

aeσ
2
ac(σ

2 + σ2
s).

Then, the implicit function theorem implies

dV

dσ2
ae

=
V

2
σ4
ac(σ

2 + σ2
s)

2

M

≥ 0,

M ≡ (
σ2 + σ2

s

ρσ2
s

)2det(B)2 − σ4
aeσ

4
ac(σ

2 + σ2
s)

2.

In addition,

d2V

dσ2
acdσ

2
ae

=
∂ dV
dσ2
ae

∂σ2
ac

+
∂ dV
dσ2
ae

∂V

dV

dσ2
ac

≥ 0,

∂ dV
dσ2
ae

∂σ2
ac

=
V

2
2σ2

ac(σ
2 + σ2

s)
2

M2
det(B)(

σ2 + σ2
s

ρσ2
s

)2V σ2
ae(σ

2 + σ2
s) ≥ 0,

∂ dV
dσ2
ae

∂V
=
V 2σ4

ac(σ
2 + σ2

s)
2

M2
(σ2

aeσ
2
ac(σ

2 + σ2
s)(

σ2 + σ2
s

ρσ2
s

)2det(B)− σ4
aeσ

4
ac(σ

2 + σ2
s)

2) ≥ 0,

dV

dσ2
ac

=
V

2
σ4
ae(σ

2 + σ2
s)

2

M
≥ 0.
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A.4 Aggregate Productivity

Two integrals are simpli�ed as follows:

log

ˆ
Ait(Eit−1[Ait])

α̂
1−α̂di = log

ˆ
exp(ait +

α̂

1− α̂
logEit−1[Ait])di

= log

ˆ
exp(ait +

α̂

1− α̂
Eit−1[ait] +

1

2

α̂

1− α̂
V )di

=
1

1− α̂
a+

1

2
σ2
a +

1

2
(

α̂

1− α̂
)2(σ2

a − V )

+
α̂

1− α̂
(σ2

a − V ) +
1

2

α̂

1− α̂
V .

log

ˆ
(Eit−1[Ait])

1
1−α̂di = log

ˆ
exp(

1

1− α̂
logEit−1[Ait])di

= log

ˆ
exp(

1

1− α̂
Eit−1[ait] +

1

2

1

1− α̂
V )di

=
1

1− α̂
a+

1

2
(

1

1− α̂
)2(σ2

a − V ) +
1

2

1

1− α̂
V .

A.5 Wage Rate

First, I derive an optimal decision problem of labor:

max
Lit

Y
1
θEit−1[Ait](

α̂1W

α̂2R
)α̂1Lα̂it − (1 +

α̂1

α̂2

)WLit.

The �rst-order condition of the maximization problem above is as follows:

α̂Y
1
θEit−1[Ait](

α̂1W

α̂2R
)α̂1Lα̂−1

it = (1 +
α̂1

α̂2

)W,

Lit = (α̂2Y
1
θEit−1[Ait](

α̂1

α̂2R
)α̂1W α̂1−1)

1
1−α̂ . (29)
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Equation (29) characterizes an optimal labor decision of a �rm. Second, the labor-market-

clearing condition implies the following:

L = (α̂2Y
1
θ (

α̂1

α̂2R
)α̂1W α̂1−1)

1
1−α̂

ˆ
Eit−1[Ait]

1
1−α̂di,

W = (α̂2(
α̂1

α̂2R
)α̂1Lα̂−1)

1
1−α̂1 (

ˆ
Eit−1[Ait]

1
1−α̂di)

1−α̂
1−α̂1 Y

1
θ

1
1−α̂1

= (α̂2(
α̂1

α̂2R
)α̂1Lα̂−1)

1
1−α̂1 ((

ˆ
exp(

1

1− α̂
Eit−1[ait] +

1

1− α̂
1

2
V )di)1−α̂Y

1
θ )

1
1−α̂1

= (α̂2(
α̂1

α̂2R
)α̂1Lα̂−1)

1
1−α̂1 (exp(a+

1

2

σ2
a − V
1− α̂

+
1

2
V )Y

1
θ )

1
1−α̂1 .

B Estimation

B.1 Simulated Method of Moments

The intuition behind the method of moments is to �nd a value of Ψ that minimizes the dif-

ference between empirical moments and analytical (or simulated) moments (Hansen, 1982).

The estimation procedure consists of multiple steps. Strebulaev and Whited (2012) explain

the methodology in detail. First, I calculate the empirical moments, m(D), using data from

Compustat and Compustat Global data. Second, I simulate data based on parameter values,

and calculate simulated moments. Speci�cally, I simulate ait, a
c
it, a

e
it, and sit for N �rms over

100 periods, given that Ψ = {ρ, σ2, σ2
ac, σ

2
ae, σ

2
s}, S times. I calculate optimal investment

decisions using Kalman �ltering with a steady-state-limit �lter. The important thing is to

determine how to simulate kit based on this information. According to available information

sets for managers, including acit, a
e
it, and sit, managers form expectations optimally as in

Appendix A.3. The mean squared errors of these expectations are the same as V . To keep

Vit[ait] = V over the whole period, I use a stationary covariance matrix for every period and

every �rm by setting initial expectations with Vi1[ai1] = V . I use the last three periods to
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calculate one cross-sectional observation of Zi|Ψ. I use this observation to calculate simu-

lated moments, m(Zi|Ψ). I do not specify ᾱ or aggregate variables to simulate productivity

and investment, because I use a di�erence speci�cation. In other words, ∆acit, ∆aeit, and ∆iit

only depend on Ψ, θ, α1, and α2. Third, I choose parameter values to minimize the weighted

di�erence between empirical moments and simulated moments:

Ψ̂ = argmin
Ψ

Γ(Ψ) = argmin
Ψ

g(D,Ψ)′ × [Σ(1 +
N

NS
)]−1 × g(D,Ψ), (30)

g(D,Ψ) = m(D)− 1

S

S∑
i=1

m(Zi|Ψ),

where Σ is the covariance matrix of m(D). Each component of m(D) is used to estimate Σ.

To satisfy equation (30), the SMM assumes Ψ exists.

The asymptotic distribution of Ψ̂ follows a normal distribution:

√
N(Ψ̂−Ψ0)→ N(0,W),

W = (1 +
N

NS
)(QΣ−1Q′)−1,

Q′ =
∂g(D,Ψ)

∂Ψ′
.

Q is numerically calculated using Ψ̂. To examine the model �t, I conduct a general test of

the over-identifying restrictions of the model because I have �ve parameters to estimate and

seven moment conditions:

J =
√
Ng(D, Ψ̂)′ × [Σ̂(1 +

N

NS
)]−1 ×

√
Ng(D, Ψ̂)→ χ2(2).

This J statistic tests the null hypothesis that parameter values exist that satisfy the moment
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conditions.
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Figure 1: Economy

This �gure illustrates the economy in my model.
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Figure 2: Timeline

This �gure explains the timeline in the model. ait is the productivity of �rm i at date t. acit
and aeit are, respectively, the cash-�ow- and accounting-earnings-based productivity of �rm
i at date t. sit is all other information the manager of �rm i holds at date t.
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Figure 3: Simulation

This �gure shows the relation between moments and parameters. acit and a
e
it are cash-�ow-

and accounting-earnings-based productivity: acit = ait+aacit and a
e
it = ait+aaeit . Productivity,

ait, follows an AR(1) model: ait = (1− ρ)a + ρait−1 + εit. sit is all other information about
productivity: sit = ait+1 + asit. i is investment measured as the �rst di�erence of capital
stock.
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Figure 4: Accrual Accounting and Operating Cycle

This �gure illustrates the relation between the role of accrual accounting and the length of
the operating cycle. Panel A illustrates the relation between the standard deviation of timing
errors, σac, and the length of the operating cycle in industries. Panel B illustrates the relation
between the standard deviation of estimation errors, σae, and the length of the operating
cycle in industries. Panel C illustrates the relation between the impact of accrual accounting
in reducing informational frictions, V , and the length of the operating cycle in industries.
acit and aeit are cash-�ow- and accounting-earnings-based productivity: acit = ait + aacit and
aeit = ait+a

ae
it . Productivity, ait, follows an AR(1) model: ait = (1−ρ)a+ρait−1 +εit. ρ is the

persistence of productivity. σ2 is the volatility of innovation in productivity. sit is all other
information about productivity: sit = ait+1 + asit. σ

2
ac, σ

2
ae, and σ

2
s are the variance of noise

in cash �ow, accounting earnings, and all other information, respectively. V is a summary
measure of informational frictions (or the conditional variance of future productivity). To
estimate the impact of accrual accounting systems on informational frictions, I �rst calculate
a hypothetical conditional variance of future productivity, Ṽ , based on a counterfactual value
of the quality of accounting earnings and the estimated values of the other parameters using

the following equation: Ṽ = ρ2( σ2
s

σ2+σ2
s
)2 Ṽ σ2

aeσ
2
ac(σ

2+σ2
s)

Ṽ (σ2
ae+σ

2
ac)(σ

2+σ2
s)+σ2

aeσ
2
ac(σ

2+σ2
s+ρ2Ṽ )

+ σ2σ2
s

σ2+σ2
s
. Second, I

calculate the di�erence between V and Ṽ . Operating cycleit = (ARit+ARit)/2
Salesit/360

+ (Invit+Invit−1)/2
COGSit/360

,
where ARit is accounts receivable and Invit is inventory. The sample �rms are public �rms
in the United States, China, and India in 2012. I demean variables controlling for a year
�xed e�ect. I exclude the top and bottom 1% extreme observations for variables. I use
Fama-French 48 industry classi�cation.
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Table 1: Moments

This table summarizes which speci�c moments help identify speci�c parameter values. acit
and aeit are cash-�ow- and accounting-earnings-based productivity: acit = ait + aacit and aeit =
ait + aaeit . Productivity, ait, follows an AR(1) model: ait = (1 − ρ)a + ρait−1 + εit. ρ
is the persistence of productivity. σ2 is the volatility of innovation in productivity. i is
investment measured as the �rst di�erence of capital stock. sit is all other information about
productivity: sit = ait+1 + asit. σ2

ac, σ
2
ae, and σ2

s are the variance of noise in cash �ow,
accounting earnings, and all other information, respectively.

Moment Parameter
corr(acit, a

c
it−1)

corr(aeit, a
e
it−1)

} ρ

cov(∆acit,∆a
e
it)

var(∆acit)
var(∆aeit)

} σ2
ac, σ

2
ae, and σ

2

corr(∆iit+1,∆a
c
it)

corr(∆iit+1,∆a
e
it)
} σ2

s
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Table 2: Descriptive Statistics

This table shows the descriptive statistics. Sales, capital (or gross PP&E), pro�t, and
accruals are expressed in millions of dollars. acit and aeit are cash-�ow- and accounting-
earnings-based productivity: acit = ait + aacit and aeit = ait + aaeit . Cash �ow and accounting
earnings are transformed into imperfect measures of productivity: acit + Constant = vacit −
α̂kit, a

e
it + Constant = vaeit − α̂kit. The value added for accounting earnings is calculated

as 50% of sales to exclude costs of intermediate inputs from sales. The value added for
cash �ow is measured by the following: V Acit = V Aeit − ACit, where V Acit and V Aeit are the
value added for cash �ow and accounting earnings, respectively. i is investment measured
as the �rst di�erence of capital stock. I use gross property, plant and equipment (PP&E) to
measure capital stock. The sample �rms are public �rms in the United States, China, and
India in 2012. I demean variables controlling for a year �xed e�ect. I exclude the top and
bottom 1% extreme observations for variables.

US N Mean Std Dev Q1 Median Q3
Sales 2,388 4,262.41 17,446.83 172.00 711.10 2,636.13
Capital 2,388 3,276.53 14,847.31 59.26 315.84 1,563.09
Pro�t 2,388 303.18 1,789.38 0.06 27.61 149.16

Accruals 2,388 (197.32) 877.04 (107.69) (20.67) (1.53)
∆ac 2,388 0.41% 23.49% -9.19% 0.55% 10.49%
∆ae 2,388 0.41% 17.68% -6.80% 0.75% 8.28%
∆i 2,388 0.45% 17.90% -4.90% 0.97% 6.08%

China N Mean Std Dev Q1 Median Q3
Sales 1,993 1,619.57 13,302.77 109.51 251.90 679.81
Capital 1,993 1,348.32 11,972.51 67.14 162.63 470.12
Pro�t 1,993 74.97 609.97 4.12 13.80 39.70

Accruals 1,993 (62.65) 718.35 (31.24) (4.88) 9.06
∆ac 1,993 -0.64% 44.93% -22.69% -2.95% 19.24%
∆ae 1,993 -0.60% 25.24% -14.51% 0.98% 12.72%
∆i 1,993 1.13% 25.88% -7.59% 3.67% 10.71%
India N Mean Std Dev Q1 Median Q3
Sales 1,742 478.78 3,093.27 15.21 53.10 188.14
Capital 1,742 369.92 2,159.97 8.38 30.18 101.22
Pro�t 1,742 29.63 212.57 0.08 1.27 8.12

Accruals 1,742 (7.42) 183.80 (5.77) (0.64) 1.01
∆ac 1,742 -0.72% 43.61% -22.90% -3.51% 17.48%
∆ae 1,742 1.82% 28.99% -10.04% 3.02% 15.31%
∆i 1,742 -0.57% 23.73% -6.59% 0.12% 5.96%
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Table 3: Moment Conditions

This table provides information about the comparison between empirical and simulated mo-
ments and model �t. acit and a

e
it are cash-�ow- and accounting-earnings-based productivity:

acit = ait + aacit and aeit = ait + aaeit . Cash �ow and accounting earnings are transformed into
imperfect measures of productivity: acit+Constant = vacit−α̂kit, aeit+Constant = vaeit−α̂kit.
The value added for accounting earnings is calculated as 50% of sales to exclude costs of
intermediate inputs from sales. The value added for cash �ow is measured by the following:
V Acit = V Aeit−ACit, where V Acit and V Aeit are the value added for cash �ow and accounting
earnings, respectively. i is investment measured as the �rst di�erence of capital stock. I
use gross property, plant and equipment (PP&E) to measure capital stock. sit is all other
information about productivity: sit = ait+1 +asit. σ

2
ac, σ

2
ae, and σ

2
s are the variance of noise in

cash �ow, accounting earnings, and all other information, respectively. The sample �rms are
public �rms in the United States, China, and India in 2012. I demean variables controlling
for a year �xed e�ect. I exclude the top and bottom 1% extreme observations for variables.
The standard errors are reported in parentheses except in the last row in which the p-values
are reported in parentheses.

Moment US China India
Empirical Simulated Empirical Simulated Empirical Simulated

corr(acit, a
c
it−1) 0.9660 0.9616 0.8598 0.8557 0.8681 0.8574

(0.0295) (0.0324) (0.0340)
corr(aeit, a

e
it−1) 0.9833 0.9778 0.9558 0.9514 0.9491 0.9327

(0.0314) (0.0337) (0.0372)
cov(∆acit,∆a

e
it) 0.0238 0.0238 0.0311 0.0320 0.0584 0.0586

(0.0018) (0.0036) (0.0052)
var(∆acit) 0.0551 0.0552 0.2017 0.2045 0.1901 0.1909

(0.0032) (0.0104) (0.0106)
var(∆aeit) 0.0313 0.0312 0.0637 0.0618 0.0840 0.0829

(0.0018) (0.0031) (0.0057)
corr(∆iit+1,∆a

c
it) 0.2120 0.2136 0.0838 0.1448 0.2248 0.2317

(0.0348) (0.0301) (0.0376)
corr(∆iit+1,∆a

e
it) 0.2889 0.2880 0.3115 0.2716 0.3637 0.3595

(0.0385) (0.0380) (0.0482)
J statistic 0.0433 8.2609 0.4248

(0.9786) (0.0161) (0.8086)
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Table 4: Parameter Values

This table contains the estimated parameter values. The estimation uses data from three
countries. The parameters are estimated using SMM. acit and aeit are cash-�ow- and
accounting-earnings-based productivity: acit = ait + aacit and a

e
it = ait + aaeit . Productivity, ait,

follows an AR(1) model: ait = (1 − ρ)a + ρait−1 + εit. ρ is the persistence of productivity.
σ2 is the volatility of innovation in productivity. σ2

a is the volatility of productivity. sit is
all other information about productivity: sit = ait+1 + asit. σ

2
ac, σ

2
ae, and σ

2
s are the variance

of noise in cash �ow, accounting earnings, and all other information, respectively. V is a
summary measure of informational frictions (or the conditional variance of future productiv-

ity): V = ρ2( σ2
s

σ2+σ2
s
)2 V σ2

aeσ
2
ac(σ

2+σ2
s)

V (σ2
ae+σ

2
ac)(σ

2+σ2
s)+σ2

aeσ
2
ac(σ

2+σ2
s+ρ2V )

+ σ2σ2
s

σ2+σ2
s
. The sample �rms are public

�rms in the United States, China, and India in 2012. I demean variables controlling for a
year �xed e�ect. I exclude the top and bottom 1% extreme observations for variables. The
standard errors are reported in parentheses.

Country ρ σ σac σae σs V
√
V V

σ2
a

US 0.9837 0.1522 0.1249 0.0617 0.2206 0.0168 0.1296 2.35%
(0.0075) (0.0015) (0.0007) (0.0018) (0.0080) (0.0016) (0.0061)

China 0.9749 0.1764 0.2925 0.1236 0.2439 0.0236 0.1536 3.76%
(0.0052) (0.0052) (0.0017) (0.0034) (0.0103) (0.0028) (0.0092)

India 0.9530 0.2367 0.2559 0.1116 0.3826 0.0444 0.2107 7.27%
(0.0105) (0.0044) (0.0019) (0.0048) (0.0320) (0.0050) (0.0120)
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Table 5: The Impact of Accrual Accounting Information on Aggregate Produc-

tivity and Output

This table shows the impact of accrual accounting information on aggregate productiv-
ity and output. V is a summary measure of informational frictions (or the conditional
variance of future productivity). To estimate the impact of accrual accounting systems
on aggregate productivity and output, I �rst calculate a hypothetical conditional variance
of future productivity, Ṽ , based on a counterfactual value of the quality of accounting
earnings and the estimated values of the other parameters using the following equation:

Ṽ = ρ2( σ2
s

σ2+σ2
s
)2 Ṽ σ2

aeσ
2
ac(σ

2+σ2
s)

Ṽ (σ2
ae+σ

2
ac)(σ

2+σ2
s)+σ2

aeσ
2
ac(σ

2+σ2
s+ρ2Ṽ )

+ σ2σ2
s

σ2+σ2
s
. Second, I use the di�erence be-

tween V and Ṽ to exploit the following equations: da
dV

= −1
2
θ and dy

dV
= −1

2
θ 1

1−α1
. a is the

aggregate productivity. y is the aggregate output. The sample �rms are public �rms in the
United States, China, and India in 2012. I demean variables controlling for a year �xed
e�ect. I exclude the top and bottom 1% extreme observations for variables.

Country ∆V ∆a ∆y
US -0.0023 0.69% 1.03%

China -0.0038 1.15% 1.72%
India -0.0084 2.52% 3.76%
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Table 6: The Impact of �US-quality� Accrual Accounting Information on Aggre-

gate Productivity and Output

This table shows the impact of �US-quality� accrual accounting information on aggregate
productivity and output. V is a summary measure of informational frictions (or the con-
ditional variance of future productivity). To estimate the impact of accrual accounting
systems on aggregate productivity and output, I �rst calculate a hypothetical conditional
variance of future productivity, Ṽ , based on a counterfactual value of the quality of account-
ing earnings and the estimated values of the other parameters using the following equation:

Ṽ = ρ2( σ2
s

σ2+σ2
s
)2 Ṽ σ2

aeσ
2
ac(σ

2+σ2
s)

Ṽ (σ2
ae+σ

2
ac)(σ

2+σ2
s)+σ2

aeσ
2
ac(σ

2+σ2
s+ρ2Ṽ )

+ σ2σ2
s

σ2+σ2
s
. Second, I use the di�erence be-

tween V and Ṽ to exploit the following equations: da
dV

= −1
2
θ and dy

dV
= −1

2
θ 1

1−α1
. a is the

aggregate productivity. y is the aggregate output. The sample �rms are public �rms in the
United States, China, and India in 2012. I demean variables controlling for a year �xed
e�ect. I exclude the top and bottom 1% extreme observations for variables.

Country ∆V ∆a ∆y
China -0.0019 0.57% 0.85%
India -0.0023 0.70% 1.04%
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Table 7: Di�erent Speci�cations of Accounting Properties

This table shows how the estimates for the impact of accrual accounting on aggregate produc-
tivity and output change under di�erent speci�cations of accounting properties. acit and a

e
it

are cash-�ow- and accounting-earnings-based productivity: In Panel A, acit = ait + ξcεit +aacit
and aeit = ait + ξeεit + aaeit . σac and σae are the standard deviations of noise in cash �ow and
accounting earnings. ξc and ξe re�ect the relation of productivity shocks with cash �ow and
accounting earnings. In Panel B, acit = ait + aceit + aacit and aeit = ait + aceit + aaeit . σac and σae
are the standard deviations of noise in cash �ow and accounting earnings. aceit re�ects com-
mon errors in cash �ow and accounting earnings that are unrelated to productivity shocks.
Productivity, ait, follows an AR(1) model: ait = (1− ρ)a+ ρait−1 + εit. ρ is the persistence
of productivity. σ2 is the volatility of innovation in productivity. sit is all other information
about productivity: sit = ait+1 + asit. σ

2
ac, σ

2
ae, and σ

2
s are the variance of noise in cash �ow,

accounting earnings, and all other information, respectively. V is a summary measure of
informational frictions (or the conditional variance of future productivity). To estimate the
impact of accrual accounting systems on aggregate productivity and output, I �rst calculate
a hypothetical conditional variance of future productivity, Ṽ , based on a counterfactual value
of the quality of accounting earnings and the estimated values of the other parameters using

the following equation: Ṽ = ρ2( σ2
s

σ2+σ2
s
)2 Ṽ σ2

aeσ
2
ac(σ

2+σ2
s)

Ṽ (σ2
ae+σ

2
ac)(σ

2+σ2
s)+σ2

aeσ
2
ac(σ

2+σ2
s+ρ2Ṽ )

+ σ2σ2
s

σ2+σ2
s
. Second,

I use the di�erence between V and Ṽ to exploit the following equations: da
dV

= −1
2
θ and

dy

dV
= −1

2
θ 1

1−α1
. a is the aggregate productivity. y is the aggregate output. The sample

�rms are public �rms in the United States, China, and India in 2012. I demean variables
controlling for a year �xed e�ect. I exclude the top and bottom 1% extreme observations
for variables.

Panel A: ξc 6= 0, ξe 6= 0

Country σac σae ξc ξe ∆V ∆a ∆y
US 0.1215 0.0566 -0.0346 -0.0194 0.0026 0.78% 1.16%

China 0.2921 0.1050 -0.3089 -0.0628 0.0082 2.46% 3.67%
India 0.2477 0.1055 -0.3185 -0.2983 0.0219 6.57% 9.81%

Panel B: aceit 6= 0

Country σac σae σace ∆V ∆a ∆y
US 0.1222 0.0570 0.0009 0.0025 0.75% 1.12%

China 0.2886 0.1177 0.0000 0.0042 1.26% 1.88%
India 0.2478 0.1007 0.0000 0.0096 2.88% 4.30%
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Table 8: Sensitivity Tests

This table shows the sensitivity tests. θ is the elasticity of substitution. acit and aeit are
cash-�ow- and accounting-earnings-based productivity: acit = ait + aacit and aeit = ait + aaeit .
σac and σae are the standard deviations of noise in cash �ow and accounting earnings. Pro-
ductivity, ait, follows an AR(1) model: ait = (1 − ρ)a + ρait−1 + εit. ρ is the persistence of
productivity. σ2 is the volatility of innovation in productivity. sit is all other information
about productivity: sit = ait+1 + asit. σ

2
ac, σ

2
ae, and σ

2
s are the variance of noise in cash �ow,

accounting earnings, and all other information, respectively. V is a summary measure of
informational frictions (or the conditional variance of future productivity). To estimate the
impact of accrual accounting systems on aggregate productivity and output, I �rst calculate
a hypothetical conditional variance of future productivity, Ṽ , based on a counterfactual value
of the quality of accounting earnings and the estimated values of the other parameters using

the following equation: Ṽ = ρ2( σ2
s

σ2+σ2
s
)2 Ṽ σ2

aeσ
2
ac(σ

2+σ2
s)

Ṽ (σ2
ae+σ

2
ac)(σ

2+σ2
s)+σ2

aeσ
2
ac(σ

2+σ2
s+ρ2Ṽ )

+ σ2σ2
s

σ2+σ2
s
. Second,

I use the di�erence between V and Ṽ to exploit the following equations: da
dV

= −1
2
θ and

dy

dV
= −1

2
θ 1

1−α1
. a is the aggregate productivity. y is the aggregate output. The sample

�rms are public �rms in the United States, China, and India in 2012. I demean variables
controlling for a year �xed e�ect. I exclude the top and bottom 1% extreme observations
for variables.

Panel A: θ = 4

Country σac σae ∆V ∆a ∆y
US 0.1244 0.0613 0.0020 0.40% 0.60%

China 0.2958 0.1208 0.0032 0.64% 0.96%
India 0.2614 0.1137 0.0075 1.50% 2.24%

Panel B: θ = 8

Country σac σae ∆V ∆a ∆y
US 0.1246 0.0618 0.0025 1.00% 1.49%

China 0.2926 0.1268 0.0039 1.56% 2.33%
India 0.2573 0.1102 0.0087 3.48% 5.19%
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